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L HCb now

~45 kHz bb pairs and ~1 MHz cc pairs
at 13 TeV and L = 4x10°* cm™%s™
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L HCDb In the future

2015 2016 2017 2018 2019 2020 2021

Shutdown/Technical stop
Protons physics

Commissioning

Precision of many physics measurements at LHCb will be statistically limited
at the end of Run |l

Upgrade to cope with 5x more luminosity (L = 2x1 033 Cm_28_1)
Sub-detectors upgraded, front end electronics read out at
collision rate

Triggerless read-out
Software trigger -> factor 2 efficiency improvement




L HCDb In the future

A paradigm shift wrt Run |l

- 24% (2%) of events contain a reconstructible charm (beauty) hadron.
- 80 (27) GB/s worth of events usable for analysis.

data rate rather than frequency

We can only afford storing 2-10 GB/s offline

IS the most important

Not only separate signal and background decay topologies but effectively
separate signal decays from other signal decays

“miriggers Triggers
today in the future .



—volution of the LHCDb trigger
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LHCb data collection strategy (pre-historic)

LHCb Event Display
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LHCb receives ~30M proton-proton Fast reconstruction of raw data, looking for
collisions a second displaced vertices (classic signs of our signal)

i
.

If we see something”? Save it. Detailed reconstruction of the data from
Can save ~0.01% of the collisions scratch offline => make measurements.




| HCb local computing resources

12 PB - 20 days HLT1 output or

Processing powe

~bminutes American internet usage

Y 2017
> erery

_ 7,520 €

SPAM EMAILS SENT
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LHCb data collection strategy (now and in the
future)

LHCbH Event Display
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Fast reconstruction of raw data, looking for

| HCb receives ~30M proton-proton displaced vertices (classic signs of our signal)
collisions a second
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Buffer all of the data, Use a tiny subset of the Calculate final quality information
passed by step 2 data to calibrate the detector, and use this directly for analyses (no

(ouffer size: 13PB) resulting in final quality calibrations additional reconstruction required)
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Detector calibration in real time

. /HCAL

particle ID trigger, p,e,y-m°-ID

alignment # params
1940 + 2 &8

calibration # params SO .g.‘

secondary vertices

86

Real data used collected at the start

of a fill, constants updated if the change momentum resolution
is significant 135 + 64 + 490
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—vent reconstruction In real time

Take advantage of the Run |l trigger strategy
Perform a fast reconstruction and selection (HLT1)
mainly tracking, vertex finding and inclusive selections
buffer events on disk and perform detector alignment and calibration

Perform the full reconstruction and selection (HLT2)
ultimate track quality and particle identification

Upstream track
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—vent reconstruction in real time - performance

The event topology is more complex at the upgrade conditions
3-4 times more primary vertices and 2-3 times higher track multiplicity
Challenging to keep good physics performance and to
lower processing time

X resolution
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—vent reconstruction in real time - performance

Eff. (%)  Eff. (%) TDR Timing (ms) 1'Ming (ms)
TDR
Fakes 5.6 10.9 tFrZL"l‘f‘r:g 2.3 1.9
Long PV 11 0.4
ong 925 92.3 finding . -

Figures in the tables from single-threaded

current architecture

Throughput performance targets challenging to meet
Hardware performance growth at equal cost is slowing
dramatically
Timing above measured using the software designed a
decade ago
A lot of work on new software underway Core framework
(Gaudi): built-in thread safety, flexible scheduling, N1k

functional C++, etc.

Experiment software: major redesign of algorithms
Central Nikhef role to this



Analysis objects in real-time

Turbo: analysis with the trigger output
Save offline storage by removing raw and uninteresting data

Crucial for analyses needing large samples
Real-time data reduction = be flexible in monitoring quality and updating

new 2017 TURBO++ (since 2016)

TURBO (since 2015)

Tt

- >

Do
K+

Event size: 15 kB T
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Summary

Unprecedented challenges posed by the LHCb upgrade

Many of the improvements proposed for the upgrade successfully prototyped
and expanded
- Turbo

- Turbo SP FIRST/PHYSICSLAW/OF (UPCRADES

We have a computing mountain
to climb and Nikhef is playing
a central role

GRAVITYWILLNOT(WORKIS
TILLYOU/LOOKIDOWN=
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Summary

FIRSTIEHYSICS LAWIOFECARTOONS
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GRAVITY/WILL'NOT\WORK
HILLYOULOOKIDOWN®™
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Sackup



The LHC

24-Sep-2017 19:05:45 Fill #: 6240 Energy: 6499 GeV I(B1): 1.59e+14 I(B2): 1.63e+14
ATLAS ALICE CMS LHCb

Experiment Status
Instantaneous Lumi [(ub.s)"-1] 7844914 2.738

BRAN Luminosity [(ub.s)/-1] 11976.7 0.2 10271.6 325.7 Oﬂly -time experiments are

Fill Luminosity (nb)/-1 200077.188 53.858 202367.281 6129.034

7918581 288516

Beam 1 BKGD 3.473 0.608 1,702 0.000 CO”eCting data, Usua”y

Beam 2 BKGD 3219 0011 1393 oo between 35-45%
LHCb VELO Position Gap: -0.0 mm STABLE BEAMS TOTEM: : : :
| ‘ 2 of the time (including LHC

Performance over the last 24 Hrs
_ testing weeks)
- j N~ s
1E14 7 ~-3000 g
L dump beam,

— — . — i ) | | ' de-ramp dipole
magnets

prepare proton INncrease beam | _
Injection energy to 6.5TeV BN

w repare collision
Inject proton Prep SIONS

Intensity

bunches
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