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What is Understanding ?

Towards a Benchmark for Scientific Understanding in Humans and Machines. 2023 K. G. Barman et. al.



What is LLM ?

Image source: Pre-Trained Models: Past, Present and Future [Han et al. 2021]
Slide: NWI-I00041 Information Retrieval, Dr. Faegheh Hasibi



What is LLM – BERT

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. Devlin et al., 2018
Illustration by Twan van Laarhoven.



What is LLM – GPT

Improving language understanding by generative pre-training. Radford et al. (OpenAI), 2018
Illustration by Twan van Laarhoven.



So what’s with Benchmarking



Foundation Models



Foundation Models



Large (Language) Models for Physics



First results
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