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How to measure cosmic ray mass 
composition?

Heavy CRs (Iron) interact earlier and 
showers develop faster
  ⇒ Earlier at maximum shower size 

3

Xmax Xmax

# particles # particles

Proton Iron

𝜇’s
𝜇’s



How to measure cosmic ray mass 
composition?

Heavy CRs (Iron) interact earlier and 
showers develop faster
  ⇒ Earlier at maximum shower size 

GZK region: 
potential to find sources 

of CRs 

Understanding the origin of the flux suppression
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2.2. OPEN QUESTIONS AND GOALS OF UPGRADING THE OBSERVATORY 15
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

Measurement of nucleus disintegration
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Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB

CMB

GZK effect:
suppression due 
to energy loss 
during propagation

Maximum injection energy 
proportional to charge of the particle

Nuclei at highest energies problematic: 
photo-disintegration in sources very likely
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An update on the measurements of the depth of shower

 maximum made at the Pierre Auger Observatory

Vitor de Souza, IFSC-USP, Brazil, for the Pierre Auger Collaboration

Observatorio Pierre Auger, Av. San Martín Norte 304, 5613 Malargüe, Argentina

Pierre Auger Observatory 

Measurement of the Longitudinal Profile

Xmax

Reconstructing the Longitudinal Profile

Improvements since ICRC2011

Comparison to ICRC2011 (using same binning)

ICRC13 Preliminary Results

Good data 
taking conditions

Almost unbiased 

Xmax distributions

Good Xmax
 and Energy
measurement

Data Selection

atmosphere and calibration

 good camera calibration constants

 require measured aerosol profile

 reject dust periods (VAOD@3km<0.1)

 cloud fraction < 25%

fiducial volume cuts

 surface detector trigger probability

 field of view

 minimum viewing angle > 20º

quality selection

 hybrid geometry reconstruction

 Xmax observed

 expected s(Xmax) < 40 g/cm2

 reduced c2 of profile fit < 2.5

● new energy scale;

● corrections due to the lateral 

width of the shower image;

● new aerosol data analysis;

●  new fluorescence yield.

In the 

reconstruction

Average Acceptance 
Efficiency

Summary

Preliminary update of Xmax 

measurement 

PRL 104, 091101 (2010)

● eight years of data: 

01/12/2004 - 31/12/2012 

●New bins: E > 1017.8 eV 

and E > 1019.0 eV 

●17436 events in total 

●XX events above 1019.5 eV 

●improved reconstruction 

and analysis 

●updated measurement 

soon to be published 

The average acceptance 
efficiency as a function of Xmax  

depth has been estimated for 
each energy bin.  The acceptance 
efficiency is smaller at the tails of 
the Xmax distributions. So, we up-

weight the tails accordingly.  
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● new energy scale;

● corrections due to the lateral 

width of the shower image;

● new aerosol data analysis;

●  new fluorescence yield.
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The average acceptance 

efficiency as a function of Xmax  

depth has been estimated for 

each energy bin.  The acceptance 

efficiency is smaller at the tails of 

the Xmax distributions. So, we up-

weight the tails accordingly.

X
max

Intensity

atmospheric depth

Measurement of an air shower
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Surface detector observables

Rise 
time

Shower front 
curvature
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Xmax

Distance to 
Shower maximum DX



Calibration
- Use data measured by both detectors to calibrate Sd parameter S versus 

distance to shower maximum DX

- And fit with

7

Figure 1: Corsika air shower simulations with model QGSjet-II of primaries with zenith angles

up to 60 and energies between 10 and 100 EeV. The red points are proton events, the blue

points are iron events. Left: true Xmax corrected for its energy dependence versus the true

number of muons at ground corrected for energy en zenith dependence. Right: Same, but now

corrected with the reconstructed SD energy.

since the discovery of an anisotropy will be a new result, even if the composition of the
events on which it is based is unclear.

3 Method

Three SD observables that have been explored in the past for their composition sensi-
tivity are the rise time, the radius of curvature and the slope of the LDF. For all these
three observables, the composition sensitivity can be explained by geometrical arguments.
Therefore they should mainly dependent on Xmax and this behavior is confirmed by sim-
ulations. These parameters will be used in this analysis because they are available for the
majority of the events and the golden hybrid events can be used for calibration.

The parameters will be calibrated to the amount of atmosphere between the impact
point of the shower and the location of Xmax in the air which is calculated as

DX =
X(H

ground

)
cos ✓

�X
max

, (1)

where X(H
ground

) is the vertical atmospheric depth at ground level. The DX obtained
through the calibration from the SD parameters can then be converted back to a Xmax
equivalent. We shall see that these measurements of Xmax are independent of each other,
so they can be combined in a weighted average.

The three SD parameters are all optimized for their usage here. These changes are
described in the following subsections. In addition, the parameters were examined for
outliers which resulted in the cuts described in section 7.

3.1 Rise Time

The implementation of the shower rise time in o✏ine calculated by the Risetime1000LLL
modulate is used with a small modification. In the module, a single rise time for the shower
is determined as the rise time at 1km and calculated by doing a fit to the rise times of single
tanks as function of distance. Only stations without low gain saturation are used and the
rise times of stations are corrected for early-late e↵ects. The rise time as function of core
distance can be described by a second degree polynomial RT (r), with the constraint that

2

Golden SD SD, E>50 EeV

General cuts 390 9949 145

RT 327 8390 126

RC 341 8176 135

Beta 296 6715 102

RT and RC 285 6759 116

RT, RC and Beta 212 4459 78

Table 1: Overview of the number of evens passing the quality cuts. The parameter specific cuts also
include the general cuts. Update with cosT ¡ .9 cut.

DX = a+ b(S + c log
10

(
E

EeV
)). (1)

• General cuts

Successful Curvature fit (requires at least 6 stations)

6T5

E

SD

> 10

cos(✓) > 0.5

GDAS data available1

log10(E
SD

) - log10(E
FD

) < 0.2

FD quality cuts used in the energy calibration

FD fiducial field of view cuts

• Rise time (RT)

Successful rise time fit

�

2

RT

/ndf <10

cos(✓) > 0.6 and cos ✓ < 0.9

• Radius of curvature (RC)

�

2

angle

/ndf < 5

Number of station > 6

�

RC

/RC < 0.15

• LDF slope (Beta)

Successful fit of �

�

2

LDF

/ndf < 5

��

�

/� < 0.08

2 Calibration

The calibration is done by comparing the parameters with the slant depth between ground
and X

max

,

DX =
X(ground)

cos ✓
�X

max

. (2)

The vertical depth X(ground) is obtained using the GDAS atmospheric model. The error
on Xmax is taken from the reconstruction, unless it is smaller than the parameterised
Xmax uncertainty, then the parameterised uncertainty is used.

The relation between the sd parameters and DX is fitted with

DX = a+ b(S � S + c(log
10

(
E

EeV
)� 1.2)). (3)

with S being either rise time, curvature depth or LDF slope. The average value S als
well as the average energy is subtracted in order to reduce the covariance between the fit
parameters a, b and c.

1

The e↵ect of this is that data before june 2005 and between november 15 and 29 of 2005 are excluded.

2
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Xmax measured with the SD
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Mass measurement with the SD:
   Result and conclusions

GvA, PhD thesis
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Mass measurement with the SD:
   Result and conclusions
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Figure 9: The average X
RC

and X
RT

as function of energy, plotted together with the FD measure-
ments. In order to compare the data, the bands indicating the systematic uncertainties do not include
FD systematic error since this is fully correlated between all data sets.
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Figure 10: The average X
max

as function of energy measured with the surface detector in red points,
and the FD measurements in black squares. The green lines show the full systematic uncertainty on
X

SD

including the uncertainty on the FD X
max

scale, and the green band indicates the systematic
uncertainties without the FD systematics.

7 Conclusions

hX
SD

i as function of energy is shown in Figure 10 and is in agreement with the FD hX
max

i
up to the highest energy FD point at log(E/EeV)=1.6. However, the trend towards heavier
nuclei is stronger in the SD data, for which hX

SD

i is constant up to log(E/EeV)=1.6.
Above this energy, hX

SD

i goes up again, indicating that the cosmic ray mass composition
becomes lighter. This means that there are low mass cosmic rays above the GZK limit.

The presence of these low mass cosmic rays above the GZK limit is promising for
anisotropy studies. Our method determines X

max

from the surface detector data with an
estimated resolution better than 32 g/cm2 above 50 EeV, which is much smaller than the
di↵erence between the average proton and iron X

max

in simulations. Therefore, we can
use this measurement of X

max

to select the lightest cosmic rays above the GZK limit and
thereby take the charge into account in the search for the sources of cosmic rays.

9

proton 

iron 
preliminary

-Three more data points at high E
-Measurement cuts into GZK-limit

-A break of the trend towards Iron
-Heavier mass composition above 
40 EeV excluded at 2σ

GvA, PhD thesis

Full Surface Detector data set
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Upgrade of the Pierre Auger Observatory: 
AugerPrime
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range

p
Fe

N

He
GZK energy loss: 
photo-disintegration model2.2. OPEN QUESTIONS AND GOALS OF UPGRADING THE OBSERVATORY 15
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.11: Two-dimensional projection of the parameter space illustrating the goodness of data
description. The colors denote log10(Dmin), where Dmin is the minimum log-likelihood and is ap-
proximately c2 distributed with the number of degrees of freedom 124. The log10(Dmin) for a four-
component source composition is shown as function of the injection index g and the maximum rigid-
ity Rmax above which an exponential suppression of the source flux is assumed.

of possible parameter combinations, and given the simplifications of the source model, one
should not over-interpret the numerical values of the parameters, nor the actual values of
the minimum. It is interesting to note that there is a second local minimum, although dis-
favored in this simple model scenario, which corresponds to an injection index compatible
with dN/dE ⇠ E�2, i.e. Fermi acceleration. The second minimum is an example of the
“photo-disintegration scenario.”

It should be noted that both the maximum-rigidity and the photo-dissociation scenarios
require a composition of the particles injected by the sources that is heavier than the com-
position of Galactic cosmic rays. While the fraction of heavy elements in the source flux has
to be enhanced by a factor of a few in the case of the maximum-rigidity model [104, 115],
essentially only nuclei of the nitrogen or silicon groups have to be injected by the sources to
describe the Auger data within a photo-disintegration scenario [37,116]. In other words, the
Auger data require a very unusual metallicity of the sources, or a change of the properties of
hadronic interactions at the highest energies [118].

We have presented here very different scenarios for interpreting the Auger data. Of
course, a steady transition between these models, as well as a superposition of them, is pos-
sible. For example, by adjusting the maximum injection energy of the sources, the impor-
tance of energy losses during propagation relative to that of the rigidity-dependent cutoff of
the source spectra can be changed. In general, it is possible that both the maximum-rigidity
effect and the energy loss processes are important for shaping the flux, composition, and
arrival direction distribution observed at Earth.

There are many other scenarios which we will not discuss here. These include, for ex-
ample, models that place transient sources in the Galaxy [119], scenarios in which Galactic
and extragalactic neutron stars are the sources [109,120], or Cen-A [121] (scaling of the max-
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Auger Upgrade: Science case 
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Upgrade of the Auger Observatory

Goal: 
- Get mass composition measurement in the GZK region
- Be able to detect a 10% proton flux in the GZK region
- Get mass composition per event
- To know the beam at the highest energy interactions

This requires 10x more data with a 
mass measurement
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Upgrade of the Auger Observatory

Goal: 
- Get mass composition measurement in the GZK region
- Be able to detect a 10% proton flux in the GZK region
- Get mass composition per event
- To know the beam at the highest energy interactions

This requires 10x more data with a 
mass measurement

Means:
- Upgrade SD array
- Measure muon content of showers
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Upgrade of the Surface Detector
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Practical implementation
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Figure 4.12: 3D view of the SSD module with the support bars. The bars are connected to the tank
using lifting lugs present in the tank structure.

4.2.7 Calibration and control system

The SSD calibration is based on the signal of a minimum ionizing particle going through the
detector, a MIP. Since this is a thin detector, the MIP will not necessarily be well separated
from the low energy background but, being installed on top of the WCD, a cross trigger
can be used to remove all of the background. About 40% of the calibration triggers of the
WCD produce a MIP in the SSD. The statistics of calibration events recorded in a minute, the
normal WCD calibration period, are therefore enough to obtain a precise measurement of the
MIP. Figure 4.13 shows the MIP calibration histogram from a 2 m2 test module, obtained in
one minute of acquisition. The MIP is clearly defined, and will allow an absolute calibration
of the SSD to better than 5%.

The performance requirements for the SSD come mainly from calibration requirements:
in shower measurement mode, the dominant measurement errors are due to Poisson fluc-
tuations of the number of particles detected, and the overall calibration constant determi-
nation. Detector non-uniformity contributes a small error when compared to the Poisson
error, as long as non-uniformities are below 20%. While the FWHM of the WCD calibration
histogram will be clearly smaller than that of the SSD (the calibration unit for the WCD, the
VEM, is at about 100 pe), the fact that the SSD can be cross-triggered by the WCD means
that the MIP is clearly visible against very little background. The width of the MIP distri-
bution is mostly determined by Poisson statistics of the number of photoelectrons per MIP,
the non-uniformity of the detector, and the intrinsic fluctuation of the response to a single
particle, mainly due to different track lengths in the scintillator. The latter factor was deter-
mined from simulations to be around 18%. The baseline design chosen for the SSD produces
12 photoelectrons per MIP [146], which would degrade to 8 photoelectrons after 10 years of
operation due to aging. This amounts to a 35% contribution to the MIP distribution width.

60 CHAPTER 4. THE SURFACE DETECTOR

Figure 4.1: 3D view of a water-Cherenkov detector with a scintillator unit on top.

The scintillator units have to be precisely calibrated with a technique similar to the cal-
ibration procedure of the WCD (cf. section 4.2.7). The size of the detector and its intrinsic
measurement accuracy should not be the dominant limitations for the measurement. The
dynamic range of the units has to be adequate to guarantee the physics goals of the pro-
posed upgrade.

The detector will be assembled and tested in parallel in multiple assembly facilities to
reduce the production time and, therefore, has to be easily transportable. The mechanical
robustness of the scintillator units must be ensured. The units will be shipped after assem-
bly, and validated at the Malargüe facilities of the Pierre Auger Observatory before being
transported to their final destination on top of a WCD in the Pampa. They will then have
to operate for 10 years in a hostile environment, with strong winds and daily temperature
variations of up to 30�C.

4.2.2 Detector design

The baseline design relies only on existing technology for which performance measurements
have been made. The Surface Scintillator Detectors (SSD) basic unit consists of two modules
of ⇡ 2 m2 extruded plastic scintillator which are read out by wavelength-shifting (WLS)
fibers coupled to a single photo-detector. Extruded scintillator bars read by wavelength-
shifting fibers have already been employed in the MINOS detector [143]. The active part of
each module is a scintillator plane made by 12 bars 1.6 m long of extruded polystyrene scin-
tillator. Each bar is 1 cm thick and 10 cm wide. The scintillator chosen for the baseline design
is produced by the extrusion line of the Fermi National Accelerator Laboratory (FNAL) [144].

The bars are co-extruded with a TiO2 outer layer for reflectivity and have four holes in
which the wavelength-shifting fibers can be inserted. The fibers are positioned following the
grooves of the routers at both ends, in a “U” configuration that maximizes light yield and
allows the use of a single photomultiplier (at the cost of a widening of the time response
of the detector by 5 ns, which has a totally negligible impact). The fibers are therefore read

187187�cm

12
4�
cm Left�Module Right�Module 10 cm10�cm

1�cm

Frame
Scintillator

Sun roof

Two modules in one box per station,
read out by one PMT, area ~4m2

Read out of scintillators 
 with WLS fibers Both WCD and SSD will

be connected to new 
120MHz electronics



The design is finalized in Nikhef, Lecce and Karlsruhe

Now         - Mar 2016  Construction of engineering array
Mar 2016 - Jun 2016  Shipment to Argentina
Jul 2016   Installation of engineering array
Jul 2016   - Oct 2016  Operation & analysis of engineering array
Nov 2016   Production Readiness Review
Jan 2017  - Dec 2018  Construction and installation of full array
Jan 2017  - Dec 2024  Data taking with AugerPrime

Timeline for AugerPrime



Discovery potential of AugerPrimeStarring...

Scenario 1 vs 2 Scenario 1 vs 1p above 10 EeV
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Questions?





Resolution of upgraded SD
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Figure 3.5: Xµ
max distribution reconstructed at 10 EeV for proton and iron showers simulated with

EPOS-LHC and QGSJetII-04 (left), and Xmax-Xµ
max correlation obtained using SSD reconstructed val-

ues of Xµ
max (right). Some small systematics can be seen for low Xmax (corresponding to lower energy

EAS).
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Figure 3.6: Left panel: The reconstructed Xmax compared with the true Xmax as a function of energy.
Error bars represent the RMS of the distributions. Right panel: The reconstructed Nµ compared with
the true Nµ as a function of energy. Error bars represent the RMS of the distributions. The resolutions
are obtained from parameterizations and interpolations of EPOS-LHC simulations at fixed energies
and zenith angles and are shown for events up to 60�.

Once the Xµ
max-Xmax relationship is determined from the calibration described in the pre-

vious section, the remaining composition sensitive parameters to fit are just Xmax and Nµ.
In order to properly determine the resolution of the SSD, the Monte Carlo simulations were
treated as real data, and the Xµ

max-Xmax relationship determined with reconstructed values.
The events were then reconstructed again using this calibration and the resolution on Xmax
and Nµ, and systematic biases, were derived. Figure 3.6 shows both resolution and bias for
both variables as a function of composition and energy. Biases are small, below 15 g/cm2 for
Xmax and 5% for Nµ, and the resolution is about 40 g/cm2 at 10 EeV, down to 25 g/cm2 at
100 EeV for Xmax, and 15% at 10 EeV down to 8% at 100 EeV for Nµ. Of interest is also the
energy resolution for the reconstruction of around 10% at 10 EeV down to 7% at 100 EeV.


