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Nikhef - National Institute 

for Sub-atomic Physics

Our world, made of particles and fields, we probe
• with collider physics, at CERN

• astroparticle physics: 

particles, radiation, and ripples coming from the universe

images: atlas.cern.ch, CERN, LIGO-Virgo Collaboration
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Nikhef Partnership

NWO institute & University partners

• University partners co-lead 

(most) research programmes

• align with Nikhef National Strategy

Nikhef Institute infrastructure adds

• Technical competence and support

• Large computing infrastructure

• Long term strategy & commitment

Permanent Staff 96

PhD candidates 125

Postdocs 43

Technical/engineer 88

Support 33



Nikhef Scientific Programmes
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PARTICLE PHYSICS

• Atlas

• LHCb

• Alice

• eEDM

ASTROPARTICLE PHYSICS              

• Neutrinos

• Gravitational 

waves

• Cosmic Rays

• Dark Matter PHENOMENOLOGY

• Theoretical 

Physics

TECHNOLOGY R&D

• Detector R&D

• Physics 

Data Processing
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Technical and Engineering expertise

MECHANICAL TECHNOLOGY ELECTRONICS TECHNOLOGY COMPUTING TECHNOLOGY

pictures from Nikhef’s ‘Dimensions’ magazine and Computing Office Hours



CMS

ATLAS
ALICE

LHCB
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CERN – Europe’s laboratory for high-energy physics

Imagery: CERN, European Organisation for Nuclear Research
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Example: the ATLAS experiment

Slide materials from: Stan Bentvelsen, Open Day 2016

108READ-OUT CHANNELS

~7000 TONMASS

22 MDIAMETER

44 MLENGTH ~  150 INSTITUTES

~1800 PHYSICISTS
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Needle in a haystack

Slide materials from: Stan Bentvelsen, Open Day 2016
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ASTROPARTICLE PORTFOLIO @ NIKHEF

Slide: Stan Bentvelsen, Nikhef SEP 2023

XENONNT - DARK MATTER

GRAVITATIONAL WAVES

PIERRE AUGER - UHECR

KM3NET - NEUTRINO TELESCOPE



Image sources:

Nikhef, NIOZ, 

KM3NET collaboration, 

NRC Handelsblad
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www.et-emr.eu!

Einstein Telescope projected in the

EMR region, image: Marco Kraan

GW150914 event: 

gw-astronomy collaborations, LIGO
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Enabling Research Programmes

Theoretical 
Physics

Physics Data ProcessingDetector R&D
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Data at the Large Hadron Collider at CERN

Peter Higgs and Francois Englert at the 2013 Nobel 

prize press conference, Stockholm. Photo: Bengt 

Nyman, https://www.flickr.com/photos/97469566@N00

P. Higgs, Phys. Rev. Lett. 13, 508

16823 characters, 165kByte PDF

~ 50 PiB/year

primary data

1964
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Computing on lots of data – 40 Mevents/sec

Display of a proton-proton collision event recorded by ATLAS on 3 June 2015, with the first LHC stable beams at a collision energy of 13 TeV; 

Event processing time: v19.0.1.1 as per Jovan Mitrevski and 2015  J. Phys.: Conf. Ser. 664 072034 (CHEP2015)

~ 10 seconds to compute 

a single event at ATLAS 

for ‘jets’ containing ~30 

collisions



Classify particles in 
collision and their 
physics properties:
- electrons
- muons
- jets consisting 

of hadrons 
- …

Trigger system selects
600 Hz ~ 1 GB/s data
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Detector to doctor workflow

diagram adapted from Frank Linde; images: ATLAS collaboration, Nikhef. … and thanks to Rosemarie Aben

40 million collisions / second

Physics analysis by 
(PhD) students, in 

papers & analysis notes 
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Nikhef’s Physics Data Processing (PDP) Programme

Infrastructure, network & 

systems co-design R&D

• building ‘research IT facilities’

• co-design & development

• big data science innovation

• research on IT infrastructure

Infrastructure for 

trusted collaboration

• trust and identity for 

enabling communities

• managing complexity of 

collaboration mechanisms

• securing the infrastructure 

of our open science cloud

Algorithmic design 

patterns and software

• designing software for (GPU) 

accelerators, new algorithms,

high-performance processors

• software design patterns for 

workflow & data orchestration

people: 3.6 FTE (2.6 staff + 1 postdoc)

+ ~ 7.5 FTE DevOps and research engineers from the Nikhef Computing Technology group

(plus Housing and electrical engineering)



• FASTER: computing for HL-LHC & ‘4D’ reco

• LHCb’s Allen full-GPU trigger for HLT1 

- now adding HLT2 and CPU NN implementations

• NLeSC GPU acceleration in LHCb 

and parallel inference with ONNX+tensor ML libraries

• R&D roadmap for hybrid computing

• link to infrastructure innovation & engineering with vendors

alternative architectures: non-x86 (ARM “Ampere”), watercooling, GPU+FPGA, hybrid dies

• ‘scaling and validation’, collaboration with computer science (SLICES-RI) & ML algorithms (@UM + RU)
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Efficient computing and ‘accelerated results’

Image: LHCb’s Allen team: Daniel Campora (Nikhef & UM), Roel Aaij (Nikhef), Dorothea vom Bruch (LPNHE) (source: LPNHE). Graphs: Allen inference event rate vs batch size (NLeSC)

Paper: Aaij et al. https://doi.org/10.1007/s41781-020-00039-7

PDP: accelerating ‘time to science’ through computing and collaboration

For the long term: Quantum Computing algorithms exploration
• in collaboration with our experiments (notably LHCb and GW), SURF, QuSoft, and Maastricht University

• personal expectation: ‘production’ use far away (>2035?), but work on algorithms, even if ultimately not QC, is very interesting

https://github.com/LHC-NLeSC/run-allen-run



Reducing complexity is both in hardware and algorithms
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Algorithms and detectors go hand in hand

From: FASTER (LHCb images) and R.Geertsema LHCP2022; right: TimePIX4 (also used at e.g. M4i)

If we ‘do nothing’, the HL-LHC intensity will result in hundreds 

of overlapping ‘images’ that are impossible to disentangle:

• improve timing resolution to 10-50ps (more ‘frames’ per collision)

• accelerated algorithms and dedicated GPU kernels, also ‘off-line’



Combining GPUs and improved algorithms
but e.g. not all die are created equal
• Naples → Rome added shared memory die, 

linking all cores directly to memory
• Rome → Milan adds shared L3 cache that 

benefits tightly coupled HPC, but not HTC
• Genoa adds memory bandwidth again
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PDP & accelerated systems

Image sources: FASTTRACK, and A. Cerri – Univ. of Sussex; AMD, retrieved from https://m.hexus.net/tech/news/cpu/135479-amd-shares-details-zen-3-zen-4-architectures/  and https://www.semianalysis.com/p/amd-genoa-detailed-architecture-makes
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Infrastructure for Collaboration
When WLCG met a global trust scaling issue

people photo: a small part of the CMS collaboration in 2017, Credit: CMS-PHO-PUBLIC-2017-004-3; site map: WLCG sites from Maarten Litmaath (CERN) 2021

• approx. 170 sites

• over 42 countries & regions

• over 20000 users

so how many interactions ?
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Scaling issues – credentials at each site does not work

state of EDG and the HEP LHC computing in 2000



Target specific ‘high-impact’ areas for research collaboration

• trust and identity, 

• technical architecture,

• operational security and risk management

Authentication & Authorization for Research Collaboration
• AARC TREE project & community, 

GEANT GN5, REFEDS & eduGAIN, TCS & RCauth.eu, … 

• policy for interoperability for data protection, seamless service access, single-click acceptable use

• continuous technical evolution driving IGWN, WLCG in line with the AARC BPA and global RIs

Data processing needs of research in the (EOSC) landscape
• EOSC Interoperability Framework, EOSC Federation, Tripartite

• EOSC-A (AAI-TF), EGI, GEANT community, EOSC EU Node
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Infrastructure for Collaboration

PDP: accelerating ‘time to science’ through computing and collaboration



Nationally:  SURF, ‘managed’ via the NWO Rekentijdcall

Research Infrastructures:  Dutch GWIs and ESFRIs, like ODISSEI, LCG, ELIXIR, …

Data Spaces, European Open Science Cloud (EOSC):  EU Node, DistinE, ESS, Copernicus, …
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R&E services are all around you, especially outside

See e.g. https://www.onderzoeksfaciliteiten.nl/; https://www.esfri.eu/; https://landscape2024.esfri.eu/; https://eosc.eu/building-the-eosc-federation/

https://webcast.ec.europa.eu/eu-node-technical-launch-event-24-10-10
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European Open Science Cloud AAI federation

Christos Kanellopoulos (GEANT) for the EOSC AAI Federation in “The EOSC Core”, https://eoscfuture.eu/wp-content/uploads/2022/04/EOSC-Core.pdf

Collaborations span domains (or an industry sector with lots of mergers and spin-offs)

• proxies with each group

• inter-federate SP/IdP interfaces

• each federation can add own

policy and entity filtering

European Open Science Cloud (EOSC)

AAI based on federations and proxies as an example

Access policy federation and rules of participation

go alongside the trust and identity federation

but the supporting AAI is foundational to the rest
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PDP: Applied trust, identity, security

GEANT Trusted Certificate Service; RCauth; Sirtfi eduGAIN Security; 

REFEDS Assurance Framework; AARC-I050; 

Privacy and WISE AUP (AARC-G083); EOSC AAI; AAOPS (AARC-G071)

protection of resources 
(data, network, services)
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PDP: Infrastructure for Data Processing

CERN CC B513, image: https://cds.cern.ch/record/2127440; tape library: CC-IN2P3 with LHC and LSST data; cabinets: Nikhef H234b



11 global Tier-1 centres for CERN’s LHC

• ‘NL-T1’ part of the Dutch National Infrastructure 

coordinated by SURF

• located at SURF and Nikhef

• shared across research domains:

GWIs, WIs, and other instruments
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WLCG and Dutch National Infrastructure

Source: NDPF Statistics overview, https://www.nikhef.nl/pdp/doc/stats/ GRISview images: Jeff Templon period: March 2021 .. October 2022; cluster nodes: ‘Lotenfeest’

#
 j
o
b
s
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Shared High Throughput computing

NDPF voview short 1 October 2018

ATLAS

LHCb

AliceLIGO & Virgo

Xenon
WeNMR



source: https://monit-grafana.cern.ch/d/000000420/fts-transfers-30-day

Distributing data via the network

2.6M
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https://monit-grafana.cern.ch/d/000000420/fts-transfers-30-day
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Globally distributed computing: federated services
> 170 institutes in 

> 42 countries & economies
no single administrative control

COMPUTING ~ 2,000,000 CORES

ON-LINE DISKS > 400 PB

ARCHIVAL > 600 PB31
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Typical data traffic to and from our processing cluster

Source: Nikhef cricket graphs period January 2023 – May 2024 – aggregated (research) traffic to external peers from deelqfx – https://cricket.nikhef.nl/
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LHC Optical Private Network

Edoardo Martelli, CERN (https://twiki.cern.ch/twiki/bin/view/LHCOPN/OverallNetworkMaps)
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LHCone

LHCone (“LHC Open Network Environment”) – visualization by Bill Johnston, ESnet version: October 2022 – updated with new AS1104 links
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Research networks with office enclaves: the ScienceDMZ

Image and ‘ScienceDMZ’ concept promulgated by ESnet (see fasterdata.es.net)

Predicable performance

and data access for research

‘where research services, 

data, and researchers meet’

• latency hiding through caching 

• security zoning/segmentation 

protects specific data sets

• outside any enterprise perimeter
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Can hardly state it better than Eli Dart (again at TNC23)

From Eli Dart (ESnet), “The Strategic Future of the Science DMZ”, TNC23, https://indico.geant.org/event/2/contributions/186/attachments/168/
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Data Centre: Housing, Connectivity, Compute, Data
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Getting to CERN from the Netherlands

See https://personalpages.manchester.ac.uk/staff/m.dodge/cybergeography/atlas/historical.html for more historic maps ; right-hand image: SURFnet2, 1990
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Gould, Sun, and DEC systems,

taking several racks each

• 500 m2 floor area

• Raised floor: +60cm

• walls are ‘movable’ 

to accommodate expansion
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The Nikhef data centre – at the end of the 1980s

Nikhef room H1.37 – terminal stations on the raised data floor of the computer room (H1.40, behind the glass-panel walls)
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IBR-LAN at Nikhef

International Backbone Router Local Area Network “IBR-LAN” at Nikhef, room H1.40 as seen in 1996. Right: H1.39 with nikhefh.nikhef.nl racks and early DAS-2 system
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A growing internet!

AMS-IX topology, 2002
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Getting 

to CERN

Data: TraceMON IPmap from RIPE NCC Atlas atlas.ripe.net measurement 9249079 
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What happens inside a data centre …

And no single connectivity data centre is a single point of failure: 
Internet protocols are engineered to re-route traffic

‘Connectivity’ housing and 
‘hosting’ are different things:

• NikhefHousing (H140) has 
connectivity parties only, and 
does not host any content

• what you see on the 1st floor tour 
is network equipment: 
shipping data, but not keeping 
anything

2nd floor has our science data centre
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Today’s data centre at Nikhef

Nikhef ‘science’ data centre H234b

• 47 racks and ~350 kW

• hosts Nikhef, CERN, gravitational 

waves, and SURF research data

• strengthens connectivity at 

NikhefHousing

‘NikhefHousing’ data centre

• from once just 2 racks in a spare space

• to now > ~400 racks

• many different connectivity parties

• connectivity only, but not hosting
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• three 400kW active/free cooling 

chillers installed in 2009

• data floor: grown to ~400 racks

• additional electricity generator set 

added in 2009

• Aquifer Thermal Energy Storage 

(ATES) system in 2010

Introduction to Nikhef - Connectivity and e-Infrastructure for Research

Data centre installation management

Image: Floris Bieshaar, Nikhef
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Power in … and energy out …

Generator image source: Floris Bieshaar. MacGillevrylaan sketch: Science Park Amsterdam

Heat re-use:
aquifer thermal energy storage 

re-use heat to warm our building (pretty warm)
AND feed more heat to student housing opposite

nominal ‘PUE’ ~ 1.21

Three generators

• A-Feed 1250 kVA (pictured under load while testing)
• B-Feed 1700 kVA
• C-Feed 1250 KVA added with the current expansion

Separate redundant UPS for each
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Just one of

the many 

autonomous 

systems ...

AS1104



Some are faster than …

Image: Minister of Economic Affairs M. Adriaansens launched the Innovation Hub with Nikhef, SURF, Nokia and NL-ix, January 2023. Composite image from https://www.surf.nl/nieuws/minister-adriaansens-lanceert-testomgeving-voor-supersnelle-netwerktechnologie
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Exercising the network – sensor data and events

Image: ballenbak.nikhef.nl, Tristan Suerink

800 Gbps and >593 Mpps –

connected to CERN via SURF

1.02 Bpps
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SURF Experimental Technologies Platform

https://servicedesk.surf.nl/wiki/display/WIKI/Experimental+Technologies+Platform and https://www.surf.nl/en/etp - contact Raymond Oonk at SURF for more info



Our science data flows are somebody else’s DDoS attack

Image sources: belastingdienst.nl, rws.nl, nu.nl, werkentegennederland.nl
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Because, even if we can …

LCO2 cooling of an AMD Ryzen Threadripper 3970X [56.38 °C] at 4600.1MHz processor (~1.25x nominal speed) sustained over all cores simultaneously, 

using the Nikhef LCO2 test bench system (https://hwbot.org/submission/4539341)  - (Krista de Roo en Tristan Suerink)
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… it is not always the most scalable solution!

Nikhef 2PA LCO2 cooling setup. Image from Bart Verlaat, Auke-Pieter Colijn CO2 Cooling Developments for HEP Detectors https://doi.org/10.22323/1.095.0031 

7m
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https://xkcd.com/2511/



Event

David Groep
davidg@nikhef.nl

https://www.nikhef.nl/~davidg/presentations/
https://orcid.org/0000-0003-1026-6606

Thanks, and enjoy Nikhef


