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The question: How well can I fit?

Basic question: how well does my hypothesis describe the data?
➔ Would like a clearly understandable number
➔ Would like it to match with visual input
➔ Would like it to have a meaningful interpretation in terms of the 

likelihood
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The question: How well can I fit?
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Is there a signal?

Try to distinguish background fluctuations from signals. 

5



Is there a signal?

Looks like a signal around m=30 maybe
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Is there a signal?

For GOF tests with binned data: 
➔ compare observed event numbers ni with expectation values fi

Since no H1 specified there are many different GOF tests possible

𝛘2 = 𝛴i (fi-ni)
2/𝜎2

➔ Basically does what you do by eye; Minimise distance from 
hypothesis to the data points
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Do we use by eye?

Yes!

8



Is there a signal?

𝛘2 = 𝛴i (fi-ni)
2/𝜎2

𝛘2 throws away all sign and order info 
➔ Not very sensitive to correlated shifts in a certain region.  
➔ Apply further GOF tests to check all data/model facets!
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Is there a signal?

What is the significance?

Test statistic

Back to a likelihood ratio
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What about these signals?
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By eye; does not really look like a signal  but: >3 sigma!



What about these signals?
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Answer: All background fluctuations
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How many parameters do I need?

𝛘2 = 𝛴i (fi-ni)
2/𝜎2
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How many parameters do I need? – Example 

𝛘2 = 𝛴i (fi-ni)
2/𝜎2
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How many parameters do I need? – Example 

Should we stop here?
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How many parameters do I need? – Example 

Should we stop here?

= -2845.3 
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How many parameters do I need? – Example 

Should we stop here?
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How many parameters do I need? – Example 

Please stop!
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How many parameters do I need? – Example 

If H0 correct then according to Wilks’ theorem: –∆𝛘2 should follow a 𝛘2 
function with ndf=1 (in asymptotic regime of large n)

Note: p-values for 𝛘2: TMath::Prob(χ2 obs,ndf)

Favoured over g+p1

Not favoured over g+p2

P value = 0.003

P value = 0.15
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𝛘2

Remember:

21



Wilks theorem 

● H0: Additional parameters (as predicted by H1) not needed 
● If H0 correct then according to Wilks’ theorem: 

–∆𝛘2 = -2ln[L(H1)/L(H0)] should follow for n→ ∞ 𝛘2 function with 
ndf = #added parameters 

Wilks’ theorem only applies for nested hypotheses:  
H0: 1st order polynomial  H1: 2nd order polynomial  ✓
H0: 1st order polynomial  H1: a∙exp(bx+cx2)  ✕

Samuel S. Wilks 
(1906-1964) 
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Improving on 𝛘2

Likelihood ratio is an improved 𝛘2 – S. Baker & R.D. Cousins, NIM 221 
(1984) 437
➔ Still a single number
➔ “Optimal estimator” e.g. parameter estimation
➔ Requires a second hypothesis
➔ Allows taking uncertainties into account systematically!!

◆ What if there’s a correlation?
◆ What if there’s a systematic uncertainty

See Wouter’s slides from yesterday
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Alternatives to Likelihoods and 𝛘2
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Summary

Not too bad…
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