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I founded The UW-Madison Center for High 
Throughput Computing (CHTC) in 2006 on the 
principles of Translational Computer Science 
where innovation and services that 
advance scientific discovery feed each other 
in a reenforcing partnership
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CHTC is home for the 
HTCondor Software Suite 

(HTCSS) 

and the 


Pelican Platform





The Open Science Pool (OSPool) is an HTC OSG service 
powered by the HTCondor Software Suite (HTCSS) that 
federates open computing capacity contributions in 
support of Throughput Computing workloads





Month Starting Jobs 
Completed

Core Hours Files 
Transferred

Unique Users Unique 
Projects

Unique 
Institutions 
Benefiting

Unique 
Institutions 

Contributing

TOTAL 192,392,377 293,101,942 4,886,141,481 509 225 101 68

OSPool 

Throughput over the last


12 month 

   192,392,377/(365*24*60*60) =     6.10 jobs per second

4,886,141,481/(365*24*60*60) = 154.94 file transfers per second 
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OSG
>PB read of a >TB dataset

• There are 9 namespaces like this, and all 9 
belong to international collaborations

=> See Panel Discussion Tuesday Afternoon 
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name Read Unique data
LIGO IGWN 40 PB 203 TB
IceCube 10 PB 66 TB
LIGO users 4 PB 28 TB
IGWN shared 1.7 PB 11 TB
KOTO 8 PB 3.5 TB

name Read Unique data
Einstein 
Telescope

1.5 PB 3.2 TB

Nova 5 PB 3 TB
MicroBoone 12 PB 1.7 TB
IGWN CIT 17 PB 1.2 TB

Gravitational Wave Observatories Community dominates unique data

Next come neutrino physics experiments (IceCube, Nova, MicroBoone)



The words of Leonardo di ser Piero da 
Vinci 

(15 April 1452 – 2 May 1519)

Simplicity is 


the ultimate 


sophistication



Access 

Point

Execution 

Slot

{ Y[i]=F(X[i])

,i=1,n }

Copy F 

and X[i]

Move Y[i]

Place 

List 


of Jobs 

EXEC F

Y[i]

F and X[i]

Report

Status 

(Job Log[i],i=1,n)



The five years	      project – is a 
Partnership between the UW-
Madison Center for High Throughput 
Computing (CHTC) – home of the 
HTCondor Software Suite (HTCSS) 
and the OSG Consortium – provider 
of the OSG fabric of distributed High 
Throughput Computing (dHTC) 
services with a national scale mission 



“The Partnership to Advance Throughput 
Computing (PATh) project will expand 
Distributed High Throughput Computing 
(dHTC) technologies and methodologies 
through innovation, translational effort, 
and large-scale adoption to advance the 
Science & Engineering goals of the 
broader community.” 

Aligned with NSF Cyberinfrastructure blueprint
PATh Proposal  04/21/2020



“… many fields today rely on high-
throughput computing for 
discovery.”




The words of Koheleth son of David, king 
in Jerusalem  ~ 200 A.D.


Only that shall happen 

Which has happened,

Only that occur


Which has occurred;

There is nothing new


Beneath the sun!

Ecclesiastes, (,קהֶֹלֶת  Kohelet, "son of 
David, and king in Jerusalem" alias 
Solomon, Wood engraving

Gustave Doré (1832–1883)



– High Availability and Reliability

– High System Performance

– Ease of Modular and Incremental Growth

– Automatic Load and Resource Sharing

– Good Response to Temporary Overloads

– Easy Expansion in Capacity and/or Function

Claims for “benefits” provided by  
Distributed Processing Systems 

P.H. Enslow “What is a Distributed Data Processing 
System?” IEEE Computer, January 1978



•名不正，則⾔不順 

• If names be not correct, 

language is not in accordance 
with the truth of things.


• Paraphrased as a Chinese 
proverb "The beginning of 
wisdom is to call things by 
their proper name."


Confucius 
(traditionally 28 September 551 B.C. 

– 479 B.C.) 



HTCondor Access Points (APs) are capable and 
dependable handlers of Throughput 
Computing  workloads 


• Large job ensembles

• Bring Your Own Capacity (BYOC)

• Support Job-Lists presented as tables

• Job dependencies defined by Directed Acyclic 

Graphs (DAG)

• Workflows managed by the Pegasus WFMS

• Supports access to remote datasets via HTTP and 

OSDF

   



An HTCondor Execution Point (EP) is 
hosted by a server and represents the 
capacity of the server to HTCondor Access 
Points through a collection of HTCondor 
Execution Slots (ES). 


• Number and capacity of Slots is managed by by 
EP. 


• EP is responsible of isolation of ES


A collection of Execution Points forms a

HTCondor Pool 



HTCondor Pool + 
HTCondor AP  

= HTCondor System



IGWN HTCondor Pool is deployed and 
maintained by the PATh operation team 
using the OSG Fabric of dHTC services


• IGWN APs are deployed and operated 
by CalTech. 


• The AP of the IUACC HTCondor System 
can be configured to “flock” to the 
IGWN HTCondor Pool
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