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Cross	sec3on:	Al3tude	of	first	interac3on	

Mul3plicity:	Speed	of	shower	development	

High	energy	photons:	EM/hadronic	energy	
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	 	Muon	produc3on	height		
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Heavy	quarks,	ρ0	produc3on:	Muon/electron	ra3o	at	the	surface	
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that production cross sections are enhanced if many elec-
troweak bosons O(1/↵W ) are produced in association
with the fermions [3–5, 29, 30]. Hence we select nV = 24
and nH = 0 in our simulation.

To compute observables for Auger we further pro-
cess the events with CORSIKA [31] version 4.7. As
default interaction models we chose QGSJET [32] and
GHEISHA [33]. The QCD background we compute with
HERWIG as well. To make sure that HERWIG han-
dles the signal and background collisions correctly we let
CORSIKA also simulate primary collisions on its own
and compare to our Herwig results. We find very good
agreement, for example in the spacial number distribu-
tion of secondaries over all energies.

OBSERVABLES AND LIMITS FROM AUGER

The probability to produce a sphaleron in proton-
proton collisions from high-energetic proton-cosmic rays
is readily parametrised by

P
sphal

= A�
sphal

/�T , (2)

where A = 14.6 is the average atomic mass of a nucleus of
air [26] and �T is the total cross section of a proton with
the air. The numerical value for �T for center-of-mass
collision energies

p
s corresponding to EeV primaries we

quote from [34] to be 505± 22 (stat)+28

�36

(sys) mb.
The Auger Observatory is a ground-based cosmic ray

detector. It uses a surface detector array (SD) consist-
ing of 1600 water Cherenkov detectors covering an area
of 3000 km2 and a fluorescence detector (FD) to study
detailed properties of cosmic ray showers in the atmo-
sphere. The combination of SD and FD allows the sam-
pling of electrons, photons and muons at ground level
and the measurement of the longitudinal development of
air showers [35, 36].

The number distribution of particles in longitudonal
direction can be measured by the FD system. It follows
the Gaisser-Hillas function [37]. X

max

denotes the at-
mospheric depth, where the number of electro-magnetic
particles reaches its maximum. It can be used to measure
the nature of cosmic rays [38]. In Fig. 1 we show the dis-
tribution of X

max

for QCD and sphalerons at E = 1 EeV.
Both distributions approximate gaussians of the same
width, however, with clearly distinguishable mean val-
ues. This is important information as the width can be
used to di↵er between protons and heavy nuclei [39]. Fur-
thermore, we note that the mean value depends not only
on the short scale physics but also on the collision en-
ergy, angle and interaction height. In Tab. I we show the
expected X

max

for di↵erent inclinations and heights for
both QCD and sphaleron induced events. While the de-
pendence on the angle is rather strong this does not pose
a problem as the incident angle can be measured well by

Auger⇤. The dependence on the collision height only be-
comes significant when the uncertainty on the primary
interaction exceeds several kilometres. The third column
in each box indicates the background survival probability
✏
B

, after fixing the signal e�ciency for a cut on X
max

to
✏
S

= 50%, see the dashed line in Fig. 1. The structure
of hX

max

i encourages us to set a limit using a simple cut
and count analysis. Asking for S/

p
B > 2 to set a 95%

confidence limit we can compute an upper limit on the
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FIG. 1: Distribution of X
max

for QCD and sphaleron induced
events at 1 EeV. We showered 2000 primary events for each
sample.

logE[eV ] 17 18 19 20

20� at 18.3 km

629± 36 696± 38 757± 41 815± 42

679± 40 739± 42 796± 45 849± 47

0.10 0.12 0.22 0.21

45� at 15.0 km

542± 28 594± 29 641± 30 682± 33

580± 31 624± 31 672± 34 710± 35

0.08 0.15 0.19 0.23

45� at 18.3 km

491± 28 544± 28 590± 31 633± 32

529± 29 576± 32 618± 35 660± 35

0.07 0.12 0.20 0.22

45� at 20.0 km

474± 29 525± 28 572± 30 616± 33

513± 31 557± 32 600± 35 640± 37

0.07 0.12 0.20 0.21

TABLE I: hX
max

i for sphalerons (first number) and QCD
(second number) as well as ✏

B

at 50% signal e�ciency ✏
S

for di↵erent primary energies, inclinations and interaction
heights.

⇤
We use the vertical optical depth here and not the SLANT depth.

Increased	Cross	sec3on	à	earlier	interac3on	

Note:	Ver3cal	depth	at	45	degrees,	
not	slant	depth!	
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fraction of the total proton air cross section

f�T 
s

4✏
B

✏2
S

A2N
, (3)

where N is the number of recorded air showers. To es-
timate the sensitivity of Auger we study its hybrid mea-
surement mode. For the EeV energy range [40] found
4329 events recorded between December 2004 and April
2007, while [38] found 3754 until 2009. Another anly-
sis [41] extracted 6744 events until 2011. We estimate
that Auger has 10000 – 15000 suitable events by now.
Cutting at 50% signal e�ciency yields approximately a
10–20% background e�ciency. This yields a limit of
(0.0008 � 0.0011) ⇥ �T , e.g. �

sphaleron

 500µb. Fur-
thermore, a dedicated sphaleron analysis could also take
lower energy data (E ⇡ 1017 eV) into account, where
the di↵erence between sphalerons and QCD is more pro-
nounced. Additionally Auger may design less stringent
shower quality cuts streamlined for a dedicated sphaleron
analysis. Auger could therefore be in a position to limit
the sphaleron cross section to the level of few micro barn.

SHOWER OBSERVABLES FOR IMPROVED
LIMITS

So far we have shown that Auger is able to set an up-
per limit on the sphaleron cross section using a simple
cut and count approach for the longitudinal shower pro-
file. However, we expect a structural imprint in each
cosmic ray shower itself, which we can possibly connect
to the short distance physics during the collision. It is
therefore our aim in this section to identify additionally
discriminating observables in air showers. These will not
be simply reconstructible from the Auger detectors, but
rather show the great power of cosmic ray showers as
window to new physics. We hope to trigger discussion
in the experimental community concerning the practical
feasibility of such measurements. In the following we only
use showers with zero inclination and fix the height of the
primary collision to 18.3 km.

In Fig. 2 we plot the expected average energy a muon
carries when reaching the Cherenkov chambers. We ob-
serve a huge di↵erence between the sphaleron induced
events and QCD. To trace back this di↵erence we first
exploit the expected energy distribution per event, see
Fig. 3. QCD and sphalerons look exactly the same ex-
cept for the high energy region, where the sphaleron dis-
tributions are enhanced. Indeed, as we show in Fig. 4,
it is almost exclusively the highest energy muon which
induces this di↵erence. To learn more we also plot the
radial energy distribution in Fig. 5. Again QCD and
sphaleron events almost agree completely except for the
shower core. We can therefore conclude that a sphaleron
event will most likely be accompanied by a very highly

energetic muon within its shower core. Tagging this one
muon constitutes a powerful method to observe sphaleron
induced air showers. In addition we note that sphaleron
events are significantly bigger than QCD events, see
Fig. 5. While all energy of QCD events is confined in
a radius of less than 10 km around the primary colli-
sion point, sphaleron events can induce air showers with
radii of 100 km and more. Some of the quarks and gauge
bosons in the sphaleron decay can have large transverse
momenta. Although the flux of muons is small in the
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FIG. 2: Expected average energy of a muon at the altitude of
Auger for di↵erent primary energies. Sphalerons in red and
QCD blue.
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FIG. 3: Expected energy distribution per event for muons.
More	muons	at	high	energy.		
Produced	high	in	the	shower.	Brooijmans,	ArXiv	1602.00647	

Effect	at	1013	eV,	cannot	be	probed	by	
underground	detectors	
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III. EVENT RECONSTRUCTION

The reconstruction of the data is performed within the
off-line framework of the Pierre Auger Observatory [53].
Firstly, all PMT pixels belonging to the shower image on
the camera are identified using a Hough transformation and
subsequently fitted to reconstruct the plane spanned by the
axis of the incoming shower and the telescope position.
Within this plane a three-dimensional reconstruction of the
shower-arrival direction is achieved by determining the
geometry from the arrival times of the shower light as a
function of viewing angle [54] and from the time of arrival
of the shower front at ground level as measured by the
surface-detector station closest to the shower axis. This
leads to a hybrid estimate of the shower geometry with a
precision of typically 0.6° for the arrival direction of the
primary cosmic ray [55–57]. An example of the image of
a shower in an FD camera is shown in Fig. 1(a) and the
reconstructed geometry is shown in Fig. 1(b).
The detected signals in the PMTs of the telescope

cameras as a function of time are then converted to a time
trace of light at the aperture using the calibration of the
absolute and relative response of the optical system. At

each time ti, the signals of all PMTs with pointing
directions within an opening angle ζopt with respect to
the corresponding direction towards the shower are
summed up. ζopt is determined on an event-by-event basis
by maximizing the ratio of the collected signal to the
accumulated noise induced by background light from
the night sky. The average ζopt of the events used in this
analysis is 1.3°, reaching up to 4° for showers detected close
to the telescope. The amount of light outside of ζopt due to
the finite width of the shower image [58,59] and the point
spread function of the optical system [60,61] is corrected
for in later stages of the reconstruction and multiply
scattered light within ζopt is also accounted for [62–64].
With the help of the reconstructed geometry, every time

bin is projected to a piece of path length Δli on the shower
axis centered at height hi and slant depth Xi. The latter is
inferred by integrating the atmospheric density through a
curved atmosphere. Given the distance to the shower, the
light at the aperture can be projected to the shower axis to
estimate the light emitted by the air-shower particles along
Δli, taking into account the attenuation of light due to
Rayleigh scattering on air and Mie scattering on aerosols.

FIG. 1. Reconstruction of event 15346477.

A. AAB et al. PHYSICAL REVIEW D 90, 122005 (2014)

122005-6

Air	shower	reconstruc:on	in	Auger	

First	interac=on,	difficult	to	
measure	accurately	

Xmax	

Shower	decay,	
standard	physics	

EM	energy	only!	
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Auger	Contribu:on	to	the	field	

for the arithmetic average of the two. As can be seen, they
scatter around zero with no visible systematic trend. The
statistical uncertainties of these differences have not been
evaluated, but an estimate of their variances can be obtained
by assuming proportionality to the statistical uncertainties
of the default results. A χ2=ndf of 1 is obtained when
uncertainties are assumed to be 59% and 90% of those
given in Table IV for hXmaxi and σðXmaxÞ, respectively.
Therefore, it can be concluded that the moments obtained

by deconvolution agree with the default results within the
statistical uncertainties of the latter.

X. RESULTS AND DISCUSSION

In the following we present the results of this analysis
in energy bins of Δ lgðE=eVÞ ¼ 0.1. Above 1019.5 eV
an integral bin is used. The highest-energy event in this
data sample had been detected by all four FD sites
and its reconstructed energy and shower maximum are

FIG. 12. Xmax distributions for different energy intervals.

A. AAB et al. PHYSICAL REVIEW D 90, 122005 (2014)

122005-18

Complete	Xmax	distribu3ons	as	a	
func3on	of	energy,	to	be	
compared	to	your	favorite	
model	

The light from the shower is composed of fluorescence
and Cherenkov photons. The production yield of the former
is proportional to the energy deposited by the shower
particles within the volume under study, and the latter
depends on the number of charged particles above the
energy threshold for Cherenkov emission. Due to the
universality of the energy spectra of electrons and positrons
in air showers [65–68], the energy deposit and the number
of particles are proportional, and therefore an exact solution
for the reconstruction of the longitudinal profile of either of
these quantities exists [69]. An example of a profile of the
reconstructed energy deposit can be seen in Fig. 1(d) and
the contributions of the different light components to the
detected signal are shown in Fig. 1(c). The Cherenkov
light production is calculated following [67] and for the
fluorescence-light emission along the shower we use the
precise laboratory measurements of the fluorescence yield
from [70,71].
In the final step of the reconstruction, the shower

maximum and total energy are obtained from a log-
likelihood fit of the number of photoelectrons detected
in the PMTs using the Gaisser-Hillas function [72], fGH, as
a functional description of the dependence of the energy
deposit on slant depth,

fGHðXÞ ¼
!
dE
dX

"

max

!
X − X0

Xmax − X0

"Xmax−X0
λ

e
Xmax−X

λ : ð5Þ

The two shape parameters X0 and λ are constrained to their
average values to allow for a gradual transition from a two-
to a four-parameter fit depending on the amount of slant
depth observed along the track and the number of detected
photons from the respective event, cf. [69]. The constraints
are set to the average values found in the ensemble of events
for which an unconstrained fit with four parameters is
possible. They are given by hX0i ¼ −121 g=cm2 and
hλi ¼ 61 g=cm2, and the observed standard deviations of
these sample means are 172 and 13 g=cm2, respectively.
An example of a Gaisser-Hillas function that has been
obtained by the log-likelihood fit to the detected photo-
electrons in Fig. 1(c) is shown in Fig. 1(d).
The calorimetric energy of the shower is obtained by

the integration of fGH and the total energy is derived after
correcting for the “invisible” energy, carried away by
neutrinos and muons. This correction has been estimated
from hybrid data [73] and is of the order of 10% to 15% in
the energy range relevant for this study.

IV. DATA SELECTION

The analysis presented in this paper is based on data
collected by the Pierre Auger Observatory from the 1st of
December 2004 to the 31st of December 2012 with the four
standard FD sites. The initial data set consists of about
2.6 × 106 shower candidates that met the requirements of
the four-stage trigger system of the data acquisition. Since

only very loose criteria need to be fulfilled at a trigger level
(basically a localized pattern of four pixels detecting a pulse
in a consecutive time order), a further selection of the
events is applied off-line as shown in Table I and explained
in more detail in the following section.

A. Pre-selection

In the first step, a pre-selection is applied to the air-shower
candidates resulting in a sample with minimum quality
requirements suitable for subsequent physics analysis.
Only time periods with good data-taking conditions are

selected using information from databases and results from
off-line quality-assurance analyses. Concerning the status
of the FD telescopes, a high-quality calibration of the gains
of the PMTs of the FD cameras is required and runs with an
uncertain relative timing with respect to the surface detector
are rejected using information from the electronic logbook
and the slow-control database. Furthermore, data from one
telescope with misaligned optics are not used prior to the
date of realignment. In total, this conservative selection
based on the hardware status removes about 25% of the
initial FD triggers. Additional database cuts are applied to
assure a reliable correction of the attenuation of shower
light due to aerosols: events are only accepted if a
measurement of the aerosol content of the atmosphere is
available within one hour of the time of data taking. Periods
with poor viewing conditions are rejected by requiring that
the measured VAOD, integrated from the ground to 3 km, is
smaller than 0.1. These two requirements reduce the event
sample by 18%.
For an analysis of the shower maximum as a function of

energy, a full shower reconstruction of the events is needed.
The requirement of a reconstructed hybrid geometry is
fulfilled for about 36% of the events that survived the
cuts on hardware status and atmospheric conditions. This
relatively low efficiency is partially due to meteorological

TABLE I. Event selection criteria, number of events after each
cut and selection efficiency with respect to the previous cut.

Cut Events ε [%]

Pre-selection:
Air-shower candidates 2573713 $ $ $
Hardware status 1920584 74.6
Aerosols 1569645 81.7
Hybrid geometry 564324 35.9
Profile reconstruction 539960 95.6
Clouds 432312 80.1
E > 1017.8 eV 111194 25.7
Quality and fiducial selection:
PðhybridÞ 105749 95.1
Xmax observed 73361 69.4
Quality cuts 58305 79.5
Fiducial field of view 21125 36.2
Profile cuts 19947 94.4

DEPTH OF MAXIMUM OF … . I. MEASUREMENTS AT … PHYSICAL REVIEW D 90, 122005 (2014)
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Figure 3. Examples of tuning interaction models to LHC data. Top (bottom) panel shows a comparison between
old (new) versions of hadronic interaction models used in CR science and LHC data. Left column refers to
pseudorapidities, central one to cross-sections and right one to distributions of particle energy (plot from [51]).

5 Conclusions

A review of the current understanding of cosmic ray data at different energies has been presented. The
interpretation of CR data requires the knowledge of the physics of hadronic interactions in atmosphere,
but at the same time provides a means to cross-check the validity of the physics principles embedded
in the models. Hadronic interaction models do a fairly well job not only in the interpretation of EAS
cascades in atmosphere but also of LHC data. However, shortcomings exist. LHC data are extremely
helpful in fine tuning the models and give solid bases for the extrapolation at high energies. CR remain
the sole mean to test hadronic interactions at energies well beyond those reachable with colliders. CRs
and accelerator data provide an excellent mix of information to understand the physics of interactions.
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Auger	Xmax	summary	plots	

E ¼ ð7.9# 0.3Þ × 1019 eV and Xmax ¼ 762# 2 g=cm2,
respectively, where the uncertainties are statistical only.
The Xmax distributions after event selection are shown

in Fig. 12. These are the “raw” distributions [fobsðXrec
maxÞ in

Eq. (4)] that still include effects of the detector resolution
and the acceptance. Electronically readable tables of the
distributions, as well as the parameters of the resolution and
acceptance, are available at [89]. A thorough discussion of
the distributions can be found in an accompanying paper
[94], where a fit of the data with simulated templates for
different primary masses is presented.
In this paper we will concentrate on the discussion of

the first two moments of the Xmax distribution, hXmaxi and
σðXmaxÞ, which are listed in Table IV together with their
statistical and systematic uncertainties. The statistical
uncertainties are calculated with the parametric bootstrap
method. For this purpose, the data are fitted with Eq. (4)
assuming the functional form suggested in [76] as fðXmaxÞ.
Given this parametric model of the true Xmax distribution,
realizations of the measurement are repeatedly drawn from
Eq. (4) with the number of events being equal to the ones
observed. After application of the Λη analysis described in
Sec. VII B, distributions of Xmax and σðXmaxÞ are obtained
from which the statistical uncertainties of the measured
moments are estimated.
A comparison of the predictions of the moments from

simulations for proton- and iron-induced air showers to
the data is shown in Fig. 13. The simulations have been
performed using the three contemporary hadronic inter-
action models that were either tuned to recent LHC data
(QGSJetII-04 [95,96], Epos-LHC [97,98]) or found in good
agreement with these measurements (Sibyll2.1 [81], see
[99]). It is worth noting that the energy of the first data

point in Fig. 13 corresponds to a center-of-mass energy that
is only four times larger than the one currently available at
the LHC (

ffiffiffi
s

p
¼ 8 TeV). Therefore, unless the models have

deficiencies in phase-space regions that are not covered
well by LHC measurements, the uncertainties due to the
extrapolation of hadronic interactions to the lower energy
threshold of this analysis should be small. On the other
hand, the last energy bin at hlgðE=eVÞi ¼ 19.62 corre-
sponds to a center-of-mass energy that is a factor of about
40 higher than the LHC energies and the model predictions
have to be treated more carefully.
Comparing the energy evolution of hXmaxi for data

and simulations in Fig. 13 it can be seen that the slope
of the data is different than what would be expected for
either a pure-proton or pure-iron composition. The change
of hXmaxi with the logarithm of energy is usually referred
to as elongation rate [17–19],

D10 ¼
dhXmaxi

d lgðE=eVÞ
: ð9Þ

Within the superposition model, where it is assumed that a
primary nucleus of mass A and energy E can be to a good
approximation treated as a superposition of A nucleons of
energy E0 ¼ E=A, the elongation rate is expected to be the
same for any type of primary. Any deviation of an observed
elongation rate from this expectation D̂10 can be attributed
to a change of the primary composition,

D10 ¼ D̂10

"
1 −

dhlnAi
d lnðE=eVÞ

#
: ð10Þ

A single linear fit of hXmaxi as a function of lgðEÞ does
not describe our data well (χ2=ndf ¼ 138.4=16). Allowing

FIG. 13. Energy evolution of the first two central moments of the Xmax distribution compared to air-shower simulations for proton and
iron primaries [80,81,95–98].
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in Fig. 12. These are the “raw” distributions [fobsðXrec
maxÞ in

Eq. (4)] that still include effects of the detector resolution
and the acceptance. Electronically readable tables of the
distributions, as well as the parameters of the resolution and
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from which the statistical uncertainties of the measured
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the data is shown in Fig. 13. The simulations have been
performed using the three contemporary hadronic inter-
action models that were either tuned to recent LHC data
(QGSJetII-04 [95,96], Epos-LHC [97,98]) or found in good
agreement with these measurements (Sibyll2.1 [81], see
[99]). It is worth noting that the energy of the first data

point in Fig. 13 corresponds to a center-of-mass energy that
is only four times larger than the one currently available at
the LHC (

ffiffiffi
s

p
¼ 8 TeV). Therefore, unless the models have

deficiencies in phase-space regions that are not covered
well by LHC measurements, the uncertainties due to the
extrapolation of hadronic interactions to the lower energy
threshold of this analysis should be small. On the other
hand, the last energy bin at hlgðE=eVÞi ¼ 19.62 corre-
sponds to a center-of-mass energy that is a factor of about
40 higher than the LHC energies and the model predictions
have to be treated more carefully.
Comparing the energy evolution of hXmaxi for data

and simulations in Fig. 13 it can be seen that the slope
of the data is different than what would be expected for
either a pure-proton or pure-iron composition. The change
of hXmaxi with the logarithm of energy is usually referred
to as elongation rate [17–19],

D10 ¼
dhXmaxi

d lgðE=eVÞ
: ð9Þ

Within the superposition model, where it is assumed that a
primary nucleus of mass A and energy E can be to a good
approximation treated as a superposition of A nucleons of
energy E0 ¼ E=A, the elongation rate is expected to be the
same for any type of primary. Any deviation of an observed
elongation rate from this expectation D̂10 can be attributed
to a change of the primary composition,

D10 ¼ D̂10

"
1 −

dhlnAi
d lnðE=eVÞ

#
: ð10Þ

A single linear fit of hXmaxi as a function of lgðEÞ does
not describe our data well (χ2=ndf ¼ 138.4=16). Allowing

FIG. 13. Energy evolution of the first two central moments of the Xmax distribution compared to air-shower simulations for proton and
iron primaries [80,81,95–98].
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Sphaleron	sensi:vity	for	Auger	
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Assuming	a	sensi3vity	following	

3

fraction of the total proton air cross section

f�T 
s

4✏
B

✏2
S

A2N
, (3)

where N is the number of recorded air showers. To es-
timate the sensitivity of Auger we study its hybrid mea-
surement mode. For the EeV energy range [40] found
4329 events recorded between December 2004 and April
2007, while [38] found 3754 until 2009. Another anly-
sis [41] extracted 6744 events until 2011. We estimate
that Auger has 10000 – 15000 suitable events by now.
Cutting at 50% signal e�ciency yields approximately a
10–20% background e�ciency. This yields a limit of
(0.0008 � 0.0011) ⇥ �T , e.g. �

sphaleron

 500µb. Fur-
thermore, a dedicated sphaleron analysis could also take
lower energy data (E ⇡ 1017 eV) into account, where
the di↵erence between sphalerons and QCD is more pro-
nounced. Additionally Auger may design less stringent
shower quality cuts streamlined for a dedicated sphaleron
analysis. Auger could therefore be in a position to limit
the sphaleron cross section to the level of few micro barn.

SHOWER OBSERVABLES FOR IMPROVED
LIMITS

So far we have shown that Auger is able to set an up-
per limit on the sphaleron cross section using a simple
cut and count approach for the longitudinal shower pro-
file. However, we expect a structural imprint in each
cosmic ray shower itself, which we can possibly connect
to the short distance physics during the collision. It is
therefore our aim in this section to identify additionally
discriminating observables in air showers. These will not
be simply reconstructible from the Auger detectors, but
rather show the great power of cosmic ray showers as
window to new physics. We hope to trigger discussion
in the experimental community concerning the practical
feasibility of such measurements. In the following we only
use showers with zero inclination and fix the height of the
primary collision to 18.3 km.

In Fig. 2 we plot the expected average energy a muon
carries when reaching the Cherenkov chambers. We ob-
serve a huge di↵erence between the sphaleron induced
events and QCD. To trace back this di↵erence we first
exploit the expected energy distribution per event, see
Fig. 3. QCD and sphalerons look exactly the same ex-
cept for the high energy region, where the sphaleron dis-
tributions are enhanced. Indeed, as we show in Fig. 4,
it is almost exclusively the highest energy muon which
induces this di↵erence. To learn more we also plot the
radial energy distribution in Fig. 5. Again QCD and
sphaleron events almost agree completely except for the
shower core. We can therefore conclude that a sphaleron
event will most likely be accompanied by a very highly

energetic muon within its shower core. Tagging this one
muon constitutes a powerful method to observe sphaleron
induced air showers. In addition we note that sphaleron
events are significantly bigger than QCD events, see
Fig. 5. While all energy of QCD events is confined in
a radius of less than 10 km around the primary colli-
sion point, sphaleron events can induce air showers with
radii of 100 km and more. Some of the quarks and gauge
bosons in the sphaleron decay can have large transverse
momenta. Although the flux of muons is small in the
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PACS numbers: Pierre Auger Observatory, ultrahigh energy cosmic rays, muons, hadronic interactions

INTRODUCTION

For many years there have been hints that the num-
ber of muons in ultrahigh energy cosmic ray (UHECR)
air showers is larger than predicted by hadronic interac-
tion models, e.g., [1]. Most recently, the Pierre Auger
Observatory [2] compared the muon number in highly-
inclined events to predictions using the two leading LHC-
tuned hadronic event generators (HEGs) for air showers,
QGSJet-II-04 [3, 4] and EPOS-LHC [5, 6]. The observed
number of muons for 1019 eV primaries was found [7] to
be 30-80% higher than the models predict assuming the
primary composition inferred from the depth-of-shower-
maximum distribution for each given model [8, 9], but the
significance of the inferred muon excess is limited due to
the uncertainty in the absolute energy calibration.

For a given primary energy and mass, the number of
muons is sensitive to hadronic interactions. Typically
about 25% of the final state energy in each hadronic in-
teraction is carried by ⇡0’s, which immediately decay to
two photons and thus divert energy from the hadronic
cascade, which is the main source of muons, to the elec-
tromagnetic (EM) cascade. The hadronic cascade termi-
nates when the energy of charged pions drops low enough
that they decay before interacting, O(100 GeV). If the
average fraction of EM energy per interaction were in-
creased or decreased, or there were more or fewer gen-
erations of hadronic interactions in the cascade (which
depends on the primary mass and properties of the fi-
nal states such as multiplicity), the muon ground signal
would be lower or higher. Therefore, a significant dis-
crepancy between observed and predicted muon ground
signal would indicate that the description of hadronic in-
teractions is inaccurate, assuming that the composition
can be properly understood.

There has been excellent recent progress in compo-
sition determination [8–10], which provides a valuable
“prior” for modeling individual showers. Here we comple-
ment that progress with a new, more powerful approach
to the muon analysis which removes the sensitivity to
the absolute energy calibration. It is applicable to the
entire dataset of hybrid events: those events whose lon-
gitudinal profile (LP) is measured by the Pierre Auger
Observatory’s fluorescence detector (FD) [2, 11] at the
same time the ground signal is measured with its surface
detector (SD) [2, 12].

The ground signal of an individual shower of a CR of
given energy and mass, depends primarily on the zenith
angle and the depth-of-shower-maximum, X

max

, because
together these determine the path-length and thus atten-
uation of the electromagnetic and muonic components at
ground.In order to most simply characterize a possible
discrepancy between the predicted and observed prop-
erties of the air shower, we introduce an energy rescal-
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of sec✓.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
�2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
X

FADC bin i

(xi+1

� xi)� �� �
jump

I {xi+1

� xi > 0.1} (1)

was extracted from each FADC signal, where xi is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
� = (Nµ + 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict � and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (Nµ = N | FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, �, �, �) =

exp

�
� + � log

r

1000m
+ � log

� r

1000m

�
2

� (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and �, �, and � are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, �, �, and �, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the

18

FIG. 1. Top: The measured longitudinal profile of an illus-
trative air shower with its matching simulated showers, using
QGSJet-II-04 for proton (red solid) and iron (blue dashed)
primaries. Bottom: The observed and simulated ground sig-
nals for the same event (p: red squares, dashed-line, Fe: blue
triangles, dot-dash line) in units of vertical equivalent muons;
curves are the lateral distribution function (LDF) fit to the
signal.

ing parameter, RE , to allow for a possible shift in the
FD energy calibration, and a multiplicative rescaling of
the hadronic component of the shower by a factor R

had

.
RE rescales the total ground signal of the event approxi-
mately uniformly, while R

had

rescales only the contribu-
tion to the ground signal of inherently hadronic origin,
which consists mostly of muons. Because the EM com-
ponent of the shower is more strongly attenuated in the
atmosphere than the muonic component, and the path
length in the atmosphere varies as a function of zenith
angle, RE and R

had

can be separately determined by fit-
ting a su�ciently large sample of events covering a range
of zenith angles.

In this analysis we test the consistency of the observed
and predicted ground signal event-by-event, for a large

Combine	ground	signal	and	FD	
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show the 1-� statistical and systematic uncertainties.

The values of R
had

needed in the models are compara-
ble to the corresponding muon excess detected in highly-
inclined air showers [7], as is expected because at high
zenith angle the non-hadronic contribution to the sig-
nal (shown with red curves in Fig. 3) is much smaller
than the hadronic contribution. However the two anal-
yses are not equivalent because a muon excess in an
inclined air shower is indistinguishable from an energy
rescaling, whereas in the present analysis the systematic
uncertainty of the overall energy calibration enters only
as a higher-order e↵ect. Thus the significance of the
discrepancy between data and model prediction is now
more compelling, growing from 1.38 (1.77) sigma to 2.1
(2.9) sigma respectively for EPOS-LHC (QGSJet II-04),
adding statistical and systematic errors from Fig. 6 of
[7] and Table I, in quadrature.

The signal deficit is smallest (the best-fit R
had

is the
closest to unity) with EPOS-LHC and mixed composi-
tion. This is because, for a given mass, the muon signal
is ⇡ 15% larger for EPOS-LHC than QGSJet-II-04 [27],
and in addition the mean primary mass is larger when the
X

max

data is interpreted with EPOS than with QGSJet-
II [9].

Within the event ensemble used in this study, there
is no evidence of a larger event-to-event variance in the
ground signal for fixed X

max

than predicted by the cur-
rent models. This means that the muon shortfall cannot
be attributed to an exotic phenomenon producing a very
large muon signal in only a fraction of events, such as
could be the case if micro-black holes were being pro-
duced at a much-larger-than-expected rate [28, 29].

SUMMARY

We have introduced a new method to study hadronic
interactions at ultrahigh energies, which minimizes re-
liance on the absolute energy determination and improves
precision by exploiting the information in individual hy-

brid events. We applied it to hybrid showers of the Pierre
Auger Observatory with energies 6-16 EeV (E

CM

= 110
to 170 TeV) and zenith angle 0�60�, to quantify the dis-
parity between state-of-the-art hadronic interaction mod-
eling and observed UHECR atmospheric air showers. We
considered the simplest possible characterization of the
model discrepancies, namely an overall rescaling of the
hadronic shower, R

had

, and we allow for a possible over-
all energy calibration rescaling, RE .

No energy rescaling is needed: RE = 1.00 ± 0.10 for
the mixed composition fit with EPOS-LHC, and RE =
1.00± 0.14 for QGSJet II-04, adding systematic and sta-
tistical errors in quadrature. This uncertainty on RE is
of the same order of magnitude as the 14% systematic
uncertainty of the energy calibration [14].

We find, however, that the observed hadronic signal
in these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The
best case, EPOS-LHC with mixed composition, requires
a hadronic rescaling of R

had

= 1.33±0.16 (statistical and
systematic uncertainties combined in quadrature), while
for QGSJet II-04, R

had

= 1.61±0.21. It is not yet known
whether this discrepancy can be explained by some in-
correctly modeled features of hadron collisions, possibly
even at low energy, or may be indicative of the onset of
some new phenomenon in hadronic interactions at ultra-
high energy. Proposals of the first type include a higher
level of production of baryons [27] or vector mesons [30]
(see [31] for a recent review of the many constraints to
be satisfied), while proposals for possible new physics are
discussed in [26, 29, 32].

The nature of the discrepancy between models and Na-
ture can be elucidated by extending the present analysis
to the entire hybrid dataset above 1018.5 eV, to deter-
mine the energy dependence of RE and R

had

. In addi-
tion, the event-by-event analysis introduced here can be
generalized to include other observables with complemen-
tary sensitivity to hadronic physics and composition, e.g.,
Muon Production Depth [33], Risetime [34] and slope of
the LDF.

AugerPrime, the anticipated upgrade of the Pierre
Auger Observatory [35], will significantly improve our
ability to investigate hadronic interactions at ultrahigh
energies, by separately measuring the muon and EM com-
ponents of the ground signal.
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Muon	produc:on	depth	

value between the protons and iron nuclei, X0 ¼
−45 g=cm2. Assigning a particular value to X0 does not
present a large source of systematic uncertainty given
the weak correlation between Xμ

max and X0. We have
observed that a shift of 10 g=cm2 in X0 translates into a
variation of 1.5 g=cm2 in the value of Xμ

max. As the mean
difference in the X0 values for proton and iron primaries is
about 30 g=cm2, a maximum bias of∼3 g=cm2 is expected.
The MPD distribution fit is performed in an interval of
depths ranging from 0 to 1200 g=cm2, and it contains
the entire range of possible values of Xμ

max (the proton
shower simulated1 with the greatest depth of maximum
has an energy of 96 EeV and Xμ

max ≈ 1000 g=cm2).
From a sample of simulated proton and iron showers

with 30 EeV of energy, we observe that the distribution of
Xμ
max varies as a function of the mass of the particle that

initiates the atmospheric cascade (see Fig. 4). For heavier
particles, the average value of Xμ

max is smaller and the
distribution is narrower compared with that of lighter
particles. The same behavior is observed when considering
different energies for the primary particle. According to
simulations, the Xμ

max observable allows us to study the
mass composition of UHECR data collected by a surface
array of particle detectors. In the following sections, we
investigate whether the systematic uncertainties associated
with the Auger SD allow us to exploit the full physics
potential associated with this observable.

V. EVENT RECONSTRUCTION

A. Detector effects

The signals recorded by the Auger SD result from a
mixture of muons and electromagnetic (EM) particles. The
reconstruction of the MPD distribution for a given event
requires the selection of the signal solely due to muons.
The EM signal is treated as a background that must be
eliminated. One way to achieve this is to work with inclined
showers (those having a zenith angle around or above 60°).
In such showers, the EM component is heavily absorbed by
the atmosphere. The dependence of the MPD distribution
shape with the distance to the shower axis r drastically
decreases as θ increases, unlike the MPD reconstruction
which worsens for increasing values of θ [see Eq. (4)].
Therefore, the present work focuses only on data for which
the zenith angles lie in the interval [55°, 65°].
The EM contamination can be reduced even more by

exploiting the different behaviors of the EM and muonic
components. In general, the EM signals are broader in time
and with smaller amplitudes. A cut on signal threshold that
rejects all time bins with signals below a certain value
(Sthreshold) helps to diminish the EM contamination.2 We set
Sthreshold to 15% of the maximum (peak) of the recorded
signal. This cut, apart from minimizing potential baseline
fluctuations, guarantees muon fractions above 85%, regard-
less of the energy and mass of the primary particle.
For each entry in the MPD distribution, the uncertainty

introduced in Xμ (δXμ) is a function of the time resolution
(δt) and the accuracy of reconstruction of the shower angle
and core location. The uncertainty in time gives rise to an
uncertainty in the reconstruction of Xμ that decreases
quadratically with r and increases with Xμ as

δXμ ¼ 2Xμh0
r2 cos θ

ln2
!
Xμ cos θ
h0ρ0

"
cδt: ð4Þ

To derive Eq. (4), we have assumed an exponential
atmospheric density ρðzÞ ¼ ρ0 expð−z cos θ=h0Þ. It is evi-
dent that the closer we get to the impact point on the
ground, the larger the uncertainty in Xμ. Near the shower
axis, muons arrive closer in time, hence the impact of time
resolution on the estimation of the production depth is
larger here than far from the core. The contribution of the
geometric reconstruction to δXμ also increases as we get
closer to the core (with a linear dependence on r in this
case). Thus, to keep the distortions of the reconstructed
MPD small, only detectors far from the core are useful. A
cut in core distance, rcut, is therefore mandatory. This cut
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FIG. 4 (color online). Xμ
max distributions for proton and iron

showers simulated at 30 EeV with EPOS-LHC at zenith angles
between 55° and 65°. The mean value and the rms of the
distributions show a clear dependence on the mass of the primary
cosmic ray. For the construction of theMPDs, onlymuons reaching
the ground at distances greater than 1700 m were considered.

1For each primary and hadronic model, 2000 CORSIKA
simulations were used in this analysis.

2Note that there is an additional EM component that always
accompanies muons and does not show such a strong dependence
with the distance to the core. This is sometimes referred to as the
EM halo and comes from the decay of muons in flight. This
component is harder to avoid, but it follows more closely the time
distribution of the parent muons.
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work, we explore the possibility of using MPD distribu-
tions as an experimental observable sensitive to the mass of
the primary cosmic rays and able to constrain high-energy
interaction models. The Auger Collaboration is currently
evaluating other methods based on surface detector data
[12] that could add valuable information to the set of
parameters sensitive to mass composition.

II. THE PIERRE AUGER OBSERVATORY

The Pierre Auger Observatory is located in the Province
of Mendoza, Argentina (35.1°–35.5° S, 69.0°–69.6° W,
about 1400 m above sea level). Two detection methods are
used to obtain information about EASs, and hence infor-
mation on the primary cosmic rays that create them. The
SD array is comprised of 1660 cylindrical water Cherenkov
detectors arranged on a triangular grid, with 1500 m
spacing, that covers an area of over 3000 km2. Each
detector has a 10 m2 surface area and 1.2 m water depth,
the water volume being viewed by three 9 inch photo-
multiplier tubes (PMTs) [13,14]. PMT signals are digitized
using 40 MHz, 10 bit flash analog-to-digital converters
(FADCs). The detectors respond to the muons, photons,
and electrons of air showers and are calibrated in units of
the signal produced by a muon traversing the water
vertically, known as a vertical equivalent muon or VEM
[15]. The fluorescence detector (FD) consists of 27 optical
telescopes overlooking the SD array [16,17]. On clear
moonless nights these are used to observe the longitudinal
development of showers by detecting the fluorescence and
Cherenkov light produced in the atmosphere by charged
particles along the shower trajectory. In the context of
primary mass studies, hybrid events have been used to
provide a direct measurement of Xmax [7].
However, the bulk of events collected by the observatory

have information only from the surface array, making SD
observables, such as the one described in this work, very
valuable for composition analysis at the highest energies.
Only brief details of the reconstruction methods are given
here. More extended descriptions of detectors and of
reconstruction procedures can be found in Refs. [4,7,13].
The trigger requirement for the surface array to form an
event is based on a threefold coincidence, satisfied when a
triangle of neighboring stations is triggered locally [18].
For the present analysis, we use events that satisfy a fiducial
cut to ensure adequate containment inside the array. For
events whose reconstructed energy is above 3 EeV, the
efficiency of detection is 100%. For SD data, the arrival
directions are obtained from the times at which the shower
front passes through the triggered detectors, this time being
measured using GPS information. The angular resolution,
defined as the angular radius around the true cosmic-ray
direction that would contain 68% of the reconstructed
shower directions, is 0.8° for energies above 3 EeV [19].
The estimator of the primary energy of events recorded by
the SD array is the reconstructed signal at 1000 m from the

shower core, Sð1000Þ. The conversion from this estimator
to energy is derived experimentally through the use of a
subset of showers that trigger the FD and the SD simulta-
neously (hybrid events). The energy resolution above
10 EeV is about 12%. The absolute energy scale, deter-
mined by the FD, has a systematic uncertainty of 14% [20].

III. RECONSTRUCTION OF THE MUON
PRODUCTION DEPTH DISTRIBUTION

When an EAS develops in the atmosphere, the transverse
momentum of secondary particles makes them deviate from
the shower axis on their way to the ground. Unlike the
electromagnetic component of the shower, muon trajectories
can be taken as straight lines, due to the lesser importance
of bremsstrahlung and multiple scattering effects. This fact
confers the muons a distinctive attribute: they retain a
memory of their production points. The muon component
reaching the ground has a time structure caused by the
convolution of production spectra, energy loss, and decay
probability during propagation. Thanks to a set of simple
assumptions [21], these arrival times can beused to obtain the
distribution of muon production distances along the shower
axis. Since muons are the products of pion and kaon decays,
the distribution ofmuon production distances provides infor-
mation about the longitudinal development of the hadronic
component of the EAS [22]. This information is comple-
mentary to that obtained from the electromagnetic compo-
nent through the detection of atmospheric fluorescence light.
The basis of our measurement is a theoretical framework

originally developed in Refs. [23,24] and updated in
Ref. [25] to model the muon distributions in EAS. Here
we summarize its main aspects. As a first approximation,
we assume that muons travel in straight lines at the speed of
light c and that they are produced in the shower axis. This is
outlined in Fig. 1, where muons are produced at the
position z along the shower axis and, after traveling a

FIG. 1. Geometry used to obtain the muon traveled distance and
the time delay.
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The	simula3on	that	best	describes	the	EM	
produc3on	fails	to	describe	the	muon	produc3on	
depth.	Muons	recorded	at	Earth	are	generated	
higher	up	in	the	atmosphere	
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Full simulations of extensive air showers require large amounts of CPU time and disk space. Consequently, the
generation of Monte Carlo events calls for the implementation of a thinning algorithm. A procedure to undo the thinning is
thus mandatory to have a fair representation of the signals collected by the water Cherenkov detectors. The strategy consists
in the estimation of the distributions of particles at the position of the detectors by averages over extended areas around this
position. Following a thorough revision of the unthinning algorithm used in our simulations [1], we discovered that the
value chosen for the sampling area was not optimal and introduced an underestimation of the muon delay with respect to the
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Number	of	muons	in	inclined	showers	

hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0
lnRμN ðRμÞdRμ

¼ 0.601$ 0.016þ0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ' as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.
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IV. DATA ANALYSIS

The muon content Rμ of individual showers with the
same energy E and arrival direction varies. This is caused
by statistical fluctuations in the development of the
hadronic cascade, and, in addition, by random sampling
from a possibly mixed mass composition. We will refer to
these fluctuations combined as intrinsic fluctuations. In the
following, we will make statements about the average
shower, meaning that the average is taken over these
intrinsic fluctuations. Detector sampling adds Gaussian
fluctuations to the observed value of Rμ on top of that. The
statistical uncertainties of Rμ and E caused by the sampling
are estimated by the reconstruction algorithms event by
event. We will refer to them as detection uncertainties.
From Eq. (1) we expect that the average number of

produced muons, which is proportional to hRμi, and the
cosmic-ray energy E have a relationship that is not far from
a power law. Therefore we fit the parametrization

hRμi ¼ aðE=1019 eVÞb ð4Þ

to the selected data set, using a detailed maximum-
likelihood method that takes the mentioned fluctuations
into account. Intrinsic fluctuations of Rμ are modeled with a
normal distribution that has a constant relative standard
deviation σ½Rμ%=Rμ. This model is found to be in good
agreement with shower simulations. The a parameter of
the fitted curve represents the average muon content
hRμið1019 eVÞ at 1019 eV and the b parameter the loga-
rithmic gain dhlnRμi=d lnE≃ d lnNμ=d lnE of muons
with growing energy. The maximum-likelihood method
was validated with a fast realistic simulation of hybrid
events and shown to yield unbiased values for a and b. The
technical aspects will be presented in a separate paper.
The data and results of the fit are shown in Fig. 3. We

obtain

a ¼ hRμið1019 eVÞ ¼ ð1.841& 0.029& 0.324ðsysÞÞ; ð5Þ

b ¼ dhlnRμi=d lnE ¼ ð1.029& 0.024& 0.030ðsysÞÞ; ð6Þ

σ½Rμ%=Rμ ¼ ð0.136& 0.015& 0.033ðsysÞÞ: ð7Þ

At a zenith angle of 67°, this corresponds to ð2.68& 0.04&
0.48ðsysÞÞ × 107 muons with energies larger than 0.3 GeV
that reach 1425 m altitude in an average 1019 eV shower.
The fitted model agrees well with data. To obtain a

goodness-of-fit estimator, we compute the histogram
of the residuals ðRμ − hRμiÞ=hRμi and compare it with
its expectation gððRμ−hRμiÞ=hRμiÞ¼

R
fððRμ−hRμiðEÞÞ=

hRμiðEÞ;EÞdE computed from the fitted two-dimensional
probability density function fðRμ; EÞ. Histogram and
expectation are shown in the inset of Fig. 3. The
comparison yields a reduced chi-square value χ2=ndof ¼
4.9=10 for the fitted model.

The systematic uncertainty of the absolute scale
hRμið1019 eVÞ of 18% combines the intrinsic uncertainty
of the Rμ-measurement (11%) and the uncertainty of the
Auger energy scale (14%) [38]. The systematic uncertainty
of the logarithmic gain dhlnRμi=d lnE of 3% is derived
from variations of the FD selection cuts (2%), variations of
the bias correction of Rμ within its systematic uncertainty
(1%), variations of the distribution assumptions on the
intrinsic Rμ-fluctuations (1%) and by assuming a residual
zenith-angle dependence of the ratio Rμ=E that cannot be
detected within the current statistics (0.5%). The third
parameter σ½Rμ%=Rμ, the relative size of the intrinsic
fluctuations, is effectively obtained by subtraction of the
detection uncertainties from the total spread. Its systematic
uncertainty of &0.033 is estimated from the variations
just described [&0.014ðsysÞ in total], and by varying
the detection uncertainties within a plausible range
[&0.030ðsysÞ].
At θ ¼ 67°, the average zenith angle of the data set,

Rμ ¼ 1 corresponds to Nμ ¼ 1.455 × 107 muons at the
ground with energies above 0.3 GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith angle
down to an altitude of 1425 m and count muons at the
ground with energies above 0.3 GeV. Their number should
then be divided by Nμ ¼ 1.455 × 107 to obtain RMC

μ , which
can be directly compared to our measurement.
Our fit yields the average muon content hRμi. For model

comparisons the average logarithmic muon content,
hlnRμi, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute

FIG. 3. The selected hybrid events above 4 × 1018 eV and a fit
of the power law hRμi ¼ ahE=1019 eVib. The error bars indicate
statistical detection uncertainties only. The inset shows a histo-
gram of the residuals around the fitted curve (black dots) and for
comparison the expected residual distribution computed from the
fitted probability model that describes the fluctuations.
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Rμ	=	1		means	2.148	107	muons	with	energy	above	
0.3	GeV	at	the	Auger	site.	
Rμ		is	calculated	from	measured	‘muon’	distribu3on	

hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d lnE and dhlnRμiFe=d lnE.
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d lnE

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi ['0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model ['0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d lnE is calculated
through Eq. (2), while d lnA=d lnE is obtained from
a straight line fit to hlnAi data points between 4 × 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d lnE predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
['0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) ['0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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Too	many	muons	are	observed	in	the	air	shower,		
But	the	uncertainty	is	large	
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AugerPrime	improvements	

Cross	sec3on:	Al3tude	of	first	interac3on	

Mul3plicity:	Speed	of	shower	development	

High	energy	photons:	EM/hadronic	energy	

Produc:on	of	heavy	quarks	(but	also	ρ0):	
	 	Muon	produc:on	height		

Al:tude	of	interac:on:	Lateral	distribu:on	of	par:cles	at	the	surface	
Heavy	quarks,	ρ0	produc:on:	Muon/electron	ra:o	at	the	surface	
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Conclusions	
•  At	2	EeV	the	Auger	Xmax	measurement	is	compa3ble	with	

protons	
•  This	gives	a	limit	on	sphaleron	produc3on	of	about	1	mb	
•  At	higher	energies,	the	average	shower	depth	decreases	

wrt	proton	primaries,	indica3ng	larger	cross	sec3ons	.	This	
is	usually	aiributed	to	higher	mass	primaries.	

•  The	surface	detector	informa3on	is	incompa3ble	with	the	
models,	for	all	“standard”	primary	par3cles.	
–  Muon	depth:	Too	high	in	the	atmosphere	
–  Muon	number:	Too	many	produced	
–  Hadronic	energy	~	30%	too	much	

•  The	upgrade	of	Auger	will	decrease	the	uncertainty	on	the	
SD	informa3on	
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