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Abstract 
The next-generation ground-based gamma-ray observatory, the Cherenkov Telescope Array Observatory 
(CTAO), will consist of two arrays of tens of imaging atmospheric Cherenkov telescopes (IACTs) to be built in 
the Northern and Southern Hemispheres, aiming to improve the sensitivity of current-generation instruments 
by a factor of five to ten. Three different sizes of IACTs are proposed to cover an energy range from 20 GeV to 
more than 300 TeV. This contribution focuses on the analysis scheme of the Large-Sized Telescope (LST), 
which is in charge of the reconstruction of the lower energy gamma rays of tens of GeV. The Large-Sized 
Telescope prototype (LST-1) of CTAO is in the final stage of its commissioning phase collecting a significant 
amount of scientific data.

The working principle of IACTs consists of the observation of extended air showers (EASs) initiated by the 
interaction of very-high-energy (VHE) gamma rays and cosmic rays with the atmosphere. Cherenkov photons 
induced by a given EAS are recorded in fast-imaging cameras containing the spatial and temporal 
development of the EAS together with the calorimetric information. The properties of the originating VHE 
particle (type, energy and incoming direction) can be inferred from those recordings by reconstructing the full-
event using machine learning techniques. We explore a novel full-event reconstruction technique based on 
deep convolutional neural networks (CNNs) applied on calibrated waveforms of the IACT camera pixels using 
CTLearn. CTLearn is a package that includes modules for loading and manipulating IACT data and for running 
deep learning models, using pixel-wise camera data as input.
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Fig. 1: Low-level data analysis scheme for IACTs (modified image from [1]).

Introduction 
In this contribution, we show how deep convolutional neural 
networks (CNNs) can be utilized to analyze Monte Carlo (MC) 
simulations of gamma-ray events using CTLearna, a Deep 
Learning (DL) framework for IACT event reconstruction, and DL1-
Data-Handlerb, a package designed for the data management of 
DL-based image and waveform analysis techniques for IACT data.

IACT data analysis 
The IACT data analysis flow consists of several stages (see Fig.1). 
At the first stage of the low-level analysis, the raw data products 
are waveforms, i.e., signal intensities recorded by the 
photodetectors over a given time interval. The first step is to 
calibrate and extract the signal. The obtained data products are 
images containing the integrated charges and peak arrival times of 
the event in each camera pixel. Then, the images are cleaned to 
remove most of the Night Sky Background (NSB) noise in order to 
properly parameterize the Cherenkov shower signal in form of an 
ellipsoid, which reduces the information of the event to a small set 
of parameters. MC simulations are nowadays utilized for training 
Machine Learning (ML)-based algorithms, e.g. Random Forest 
(RF), with the set of extracted parameters to infer the properties of 
the primary particles. Once the particle type, arrival direction, and 
energy are reconstructed, the Instrument Response Functions 
(IRFs) are obtained from MC simulations. Within the CTLearn 
framework, CNN-based model are developed to reconstruct the 
event properties from low-level data (waveforms or images) to 
access as much information as possible.
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Fig. 2: Reconstruction performance of the two 
different DL approaches on MC simulations of the 
LST-1 of CTAO: Energy resolution (top left), angular 
resolution (bottom left) and gamma/hadron cuts 
for keeping 70% of the signal (right).

Validation on MC simulations 
For this work, we selected CTLearn’s Thin-ResNet (TRN) model, which is a shallow residual neural 
network with 34 layers. We explore two DL approaches by feeding the TRN with calibrated 
waveforms or integrated images of the LST-1 of CTAO. The waveforms and images are cleaned by 
ctapipe, the low-level data processing pipeline software for CTAO, to suppress the major fraction of 
the NSB. It was demonstrated in [2] that CNNs trained with cleaned images rather than raw images 
show a stronger robustness, when applying them to observational data of the MAGIC telescopes. 
To evaluate the performance, IRFs like the energy and angular resolution curves and the gamma/
hadron cuts for keeping 70% of the signal are computed (see Fig. 2), applying the same quality 
cuts as the conventional RF analysis.

Conclusion 
CNN-based full-event reconstruction works for MC simulated data of the LST-1 prototype of 
CTAO using cleaned waveforms or images as input. For the first time, IACT full-event 
reconstruction has been achieved on the waveform-level with CNN-based models. 
Additionally, a clear performance gain is observed in comparison to the same network 
trained on IACT images. We plan to evaluate the full performance of the LST-1 of CTAO with 
the different CNN-based analyses under various observation conditions in the future and 
compare the results to the conventional analysis on observational data [3].
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