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Performance - Validation Set

Loss

Accuracy
Epochs

Photon 0.00% 0.83% 5.83% 93.33%

Tr
uth

Muon 6.25% 30.47% 63.28% 0.00%

Electron 6.56% 72.50% 15.94% 5.00%

Alpha 96.43% 3.57% 0.00% 0.00%
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Timepix4 is a hybrid pixel detector 
readout ASIC developed by the 
Medipix4 Collaboration.
It consists of a matrix of ~230k pixels 
with 55 μm pitch. 
Each can measure 
time-of-arrival 
and time-over-
threshold 
when hit.

•Written in C++: fast, optimized, low-
level, object-oriented.
•Unique interface: for control, read-out 
and online analysis.
•Flexible Architecture: designed to 
accomodate various DAQ systems 
with minimal changes.
•Open source

The network takes in input a 50x50x2 matrix,
that is splitted into two 50x50 matrixes.
Each 2D matrix is individually processed and
the results are concatenated together.

Total clusters: 4000
•Validation set: 800  
•Training set: 3200
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Some wrong predictionsNatural radioactivity acquisition

Raw hits are clusterized into tracks with a deterministic 
algorithm and then labelled using the neural network.

Red: Alpha particle
Orange: Electron
Blue: Muon
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•Integration in Timepix4 software: connected to 
online and offline clustering and analysis.
•New dataset: use a simulation to generate new 
labelled clusters.
•More parameters: add floating paramers for each 
cluster, such as total energy, roundness, linearity, ...
•Implementation on FPGA: using VitisAI and hls4ml
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•Training Time: ~8 s / epoch (batch size: 32)
•Recognition time: ~20 ms / cluster
•Best Accuracy: 81.25% in 25 epochs


