
When produced at high energy, quarks and gluons both lead to jets, making 
them hard to distinguish at LHC. 

Deep neural networks are powerful jet classifiers, but they are sensitive to details 
of simulation that suffer large theoretical uncertainty. 

Weakly-supervised classifiers may 
avoid this issue by training on real 
data using unlabelled mixtures [1].
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6.1 MC generator dependence

To estimate the dependence of tagger performance on variations in the PS and hadronization models, the
tagger performance is evaluated on MC samples produced with alternative descriptions of these processes.
While a small set of alternatives does not necessarily span the space of possibilities, it does give an estimate
of the sensitivity of tagger performance to QCD modelling and truth labeling. Their description is given in
Section 2.

The models are trained on the nominal MC sample as described above and evaluated on the physical
spectrum of alternative MC samples and the nominal sample. The quantity Y@ is calculated in each jet ?T
bin using the nominal MC sample. The ?T dependences of Y�1

6 provided by the selected models are shown
in Fig. 7 and Fig. 8 for the Y@ = 0.5 and Y@ = 0.8 working points, respectively.

(a) (b)

(c) (d)

Figure 7: Comparison of Y�1
6 in different MC samples of selected taggers: (a) DeParT, (b) ParticleNet, (c) EFN, (d)

FC. The 50% Y@ working point is used.
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𝗉𝖬𝟣
(𝗑) = 𝖿𝟣 𝗉𝖰(𝗑) + (𝟣 − 𝖿𝟣) 𝗉𝖦(𝗑)

𝗉𝖬𝟤
(𝗑) = 𝖿𝟤 𝗉𝖰(𝗑) + (𝟣 − 𝖿𝟤) 𝗉𝖦(𝗑)

Motivation

We use the 2011 CMS Open 
dataset, which includes both real 
collisions at 7 TeV, as well as full 
Monte Carlo (MC) simulation. 

To serve as mixtures M1 and M2, 
we select Z+jet and dijet 
respectively. 

We use the simulated dijet sample 
as a labelled quark/gluon dataset. 

Data

We train 3 classifiers: 
 

Data CWoLa: Z+jet vs dijet (data) 

MC CWoLa:   Z+jet vs dijet (sim) 

Fully Supervised: Quark vs Gluon 
                                   (dijet sim) 

Full supervision is best on MC, but 
what about on data? We need to 
know f1, f2 to answer this. 

Jet Topics [2] provides a data-
driven estimate. Assuming ‘mutual 
irreducibility’: 

The ratios can be approximated by 
classifiers.
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With estimated f1, f2, we can train a generative model to extract pure quark/
gluon distributions from mixed training samples [3]. 

We train a normalising flow in this 
way. It can then be used for 
generative classification, and to 
smooth statistical fluctuations.

While the absolute discrimination 
power depends on the choice of 
fractions, the rankings are robust. 

The data-trained classifier appears 
to be the best quark/gluon 
discriminator in data.

Performance

TopicFlow

Quark fraction
Method Data [Zj] Data [jj]

MC labels 0.740 0.301
Jet Topics 0.651 0.273
Topics + MC 0.784 0.329

Dataset Total events Quarks Gluons

Data [Zj] 41,773 — —
Data [jj] 82,162 — —
MC [Zj] 95,324 70,568 24,756
MC [jj] 3,064,713 868,556 2,196,157
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