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Bayesian neural networks (BNN) [1] are a Bayesian approach to artificial neural 
networks. The calculation of posterior probabilities for the weights of the network, given 
some observed data, is proposed to obtain uncertainty measures, but it generally 
becomes intractable for a network with more than one hidden layer. An approximation 
resorting to dropout is presented in [2] and used in this work. Two results from the 
reference allow us to estimate the expected prediction of a BNN and its variance using 
a regular multilayer perceptron (MLP) with dropout applied.

We also consider the Probabilistic Random Forest 
(PRF) method [4] where a modified approach to the 
standard Random Forest algorithm is taken. Random 
Forest is an ensemble method where several decision 
trees (a non-parametric model) are trained to fit some 
data. Standard decision trees are trained to fit some 
data, classifying events in classes according to the 
values of their input features. PRF considers these 
features as random variables and calculates the 
probability of an event belonging to each class instead 
of obtaining a final class for the event. Since it provides 
output probabilities we can obtain variability measures 
for the prediction.

Another approach to obtaining uncertainty measures when predicting with a neural 
network is using the Local Ensembles method [3]. This algorithm estimates the 
variability of a test observation's prediction when varying the model within a set that 
fits the training data equally well. It relies on the calculation of the prediction's 
gradient with respect to the parameters of the model and the Hessian of the loss 
function.

The three approaches we propose make use of Machine Learning algorithms widely used for classification tasks; the BNN approximation and the 
Local Ensembles method are applied to a MLP whereas PRF is a modification of the standard Random Forest algorithm. They present the novelty 
of providing predictions together with their uncertainties related to the modelling, assessing the quality of the model.
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