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Introducing the Lorentz Geometric 
Algebra Transformer (L-GATr)

Main results:
1. We achieve state of the art 

performance for multiple collider 
physics tasks 

2. L-GATr can learn the features of 
multiple processes 
simulatenously   

3. L-GATr is faster and more memory 
efficient than other equivariant 
baselines
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