
EuCAIFCon 2024

Contribution ID: 214 Type: Flashtalk with Poster

Deep support vector data description models on an
analog in-memory computing platform for real-time

unsupervised anomaly detection.
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One of the most important challenges in High Energy Physics today is to find rare new physics signals among
an abundance of Standard Model proton-proton collisions, also known as anomaly detection. Deep Learning
(DL) based techniques for this anomaly detection problem are increasing in popularity [1]. One such DL
technique is the Deep SVDD model [2], which shows great results when applied to the anomaly detection
problem in particle physics [3]. These Deep SVDD models are relatively computational inexpensive, which
is promising for real-time implementation in particle detectors such as the ATLAS detector at LHC. For the
Atlas detector specifically the incoming event rate is 40MHz and is brought down to a final collection rate
of 300Hz using the three staged trigger system. Therefore, any model deployed within this trigger system,
especially the first level trigger, requires a high throughput.

The progress of these DL techniques could be further improved by utilizing special neuromorphic hardware,
i.e. hardware specifically designed to accelerate machine learning tasks. A promising candidate is the Analog
In-Memory Computing (AIMC) platform, such as the HERMES core [4]. In this hardware the Matrix Vector
Multiplication (MVM), a prominent part of inference in machine learning tasks, is done in-memory. This
mitigates the vonNeuman bottle neck giving access to potential faster andmore energy efficient computations.

In this work we investigate an implementation of Deep SVDD models on an AIMC platform for unsupervised
new physics detection at 40 MHz, using a dataset specifically generated for unsupervised new physics de-
tection at 40 MHz at the LHC [5]. First, we investigated the energy consumption and throughput of these
Deep SVDD on CPUs and GPUs, which we then compared to the estimated performance of an AIMC platform
[4]. We predict that the state-of-the-art AIMC is up to 1000x more energy efficient than CPUs and GPUs
at a throughput that is 10x faster than CPUs and GPUs [6]. This suggest high potential for faster and more
sustainable anomaly detection in fundamental physics and beyond.
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