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Classical analysis Matrix Element Method (MEM)

How can we extract

 hand-crafted observables . . ' * based on first principles
 binned data all the available information e estimates uncertainties reliably

> loss of information from LHC data? e optimal use of Information

- perfect for processes with few events
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Efficient MC integration Theory knowledge Transfer function Acceptance function
Importance sampling diff. cross-section density estimation: learn with simple
with normalizing flow 1 do(a) normalizing flow and classifier network
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Learning the transfer function LHC example
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e kinematic observables still sensitive
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correlations between momenta, combinatorics smooth and well-calibrated likelihoods,
* normalizing flow both for low and high event counts
likelihood for individual momenta close to optimal information
» Bayesian networks Uncertainty bands: MC integration error &

estimate training uncertainties systematic error from limited training statistics (BNN)




