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Recent years have shown that more and more tasks can be effectively aided by AI. Often supervised learning
methods, which are based on labelled data, lead to excellent results. Artificial neural networks, that were
trained on this data, allow to make accurate predictions, also for cases, that were not explicitly covered by
the training data potentially leading to a more optimal solution for a problem. This comes at the cost of
generating a large dataset for the training, which often becomes the bottleneck of this method. However,
with the radically decreasing simulation time needed to perform Finite Element Method simulations of vector
fields — such as magnetic fields — it now becomes feasible to generate vast datasets within a reasonable
amount of time. This development now allows engineers to use supervised learning techniques to aid them in
the initial design phase of magnets. We introduce a method for optimising the design parameters of magnets
using Deep Neural Networks and showcase it with an example.

Primary author: STUMMER, Florian (CERN)

Co-authors: KEYKEN, Alex (Royal Holloway, University of London); GOILLOT, Alice (CERN); BARATTO
ROLDAN,Anna (CERN); RAE, Bastien (CERN); BANERJEE, Dipanwita (CERN); PAROZZI, Elisabetta (CERN); AN-
DERSEN, Emily (CERN); METZGER, Fabian (CERN); BERNHARD, Johannes (CERN); GATIGNON, Lau (CERN); NEVAY,
Laurence (CERN); SUETTE, Lisa (CERN); DYKS, Luke (CERN); VAN DIJK, Maarten (CERN); JEBRAMCIK,
Marc (CERN); DENIAUD, Marin (Royal Holloway, University of London); BRUGGER, Markus (CERN); CHARI-
TONIDIS, Nikolaos (CERN); MURPHY, Robert (CERN); SCHUH-ERHARD, Silvia (CERN); GIBSON, Stephen
(Royal Holloway, University of London); BOOGERT, Stewart (The Cockcroft Institute); Mr ZICKLER, Thomas
(CERN); SHIELDS, William (Royal Holloway, University of London)

Presenter: STUMMER, Florian (CERN)

Session Classification: 1.1 Pattern recognition & Image analysis

Track Classification: Session A


