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HiLumi upgrade 
(2026-29)

x5 LHC instantaneous 
luminosity

upgrade also in the ATLAS 
Muon Spectrometer

ML for trigger pattern recognition
Muon tracks as black-and-white 9x384 or 4x384 images, 
input for CNN with around 1k parameters that predicts the 
transverse momentum , pseudo rapidity , the charge and 
the number of muons (up to 3)
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•Fit within the XCV13P FPGA resources 

•Maximum latency  
•Fake efficiency (= trigger efficiency on 
noisy events)  ‰

∼ 400 ns

< 2

Challenges Results, Explainability 
studies and FPGA 
synthesis… on the 
poster board 51•Quantization aware training 

(QAT) with QKeras 
•Knowledge Distillation (KD)

Compression 
Techniques

First muon  efficiencypT

https://link.springer.com/article/10.1140/epjc/s10052-021-09770-w
https://link.springer.com/article/10.1007/s41781-023-00102-z
https://link.springer.com/article/10.1007/s41781-023-00102-z

