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Motivation: 
Many working-groups have shared needs for 
ML training-tools! 
• Software Framework for ML-tasks in HEP

• State-of-the-art object-tagging (b/c jets, taus)

• Based entirely on Python

• Reproducible pipelines with

Dataset Construction: 
• Convert ROOT files into .npz files

• coffea and awkward for the big 

data processing

• Weight-calculation for stochastic 

sampling

DC

Training: 
• API defined with 

abstract base classes

• Any ML-library 

useable 

• Task is agnostic of 

training details                                        
➜ Applications implement their 
specifics


• Inheritance for fast development

Modularity: 
Steering complex applications with 
many parameters leads to a big mess

➜ Provide a modular setup to split 

apart code for different 
applications

• coffea-processors

• Models

• Dataloaders

Inference

Evaluation: 
• Automatic standardised 

evaluation tools for 
comparisons


• Production of ROC-
curves (left),         
working point curves 
(right)


• Application specific tests 
can be added as tasks

Parameters:

-- input-files

-- config

-- dataset-version

-- chunk-size 

-- coffea-worker

-- …

Parameters:

-- dataset-version 

-- training-version

-- config

-- model-name

-- #epochs

-- n-threads

-- …

Parameters:

-- dataset-version 

-- training-version

-- test-version

-- test-dataset-

version

-- config

-- …

Example:

Retraining for new 
conditions leads to 
improved results, with 
a pipeline that is easily 
repeatable.

Example:

Automatic working point 
evaluation leads to 
faster development and 
deployment cycles.

Inference: 
• Models can be easily evaluated 

on different datasets

• Task tree is built to reuse existing 

datasets, models, …
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