b-hive:

a modular training framework for state-of-the-art object-
tagging within the Python ecosystem at the CMS
experiment

Motivation: Niclas Eich o, | NNTH

: : - On behalf of institut A
e FEverybody wants to do Machine-Learning trainings the CMS Collaboration

e Full end-to-end pipeline is way harder than an example Notebook
= Big data processing (ROOT files) @u

b-hive:

a modular training framework fo! On behalf

= Conversion into a ML-friendly format (. npy/.npz) ot o o i h Pt

at the CMS experiment ' BIniclas.eich@rwth-aachen.de

Niclas Eich gm RWTH

applications
¢ coffea-processors
¢ Models

¢ Dataloaders

* coffea and awkward for the big
« State-of-the-art object-tagging (b/c jets, taus)
. . sampling
— ParticleNet (graph-convolutions) -

Training: O [ . Modularity:

» API defined with PyTorch ; ROOT PN Steering complex applications with
abstract base classes filelist | S8 many parameters leads to a big mess
training details

Motivation: Dataset Construction: e
Many working-groups have shared needs for e Convert ROOT files into . npz files E N’;:
= Deploy state-of-the-art models -
« Software Framework for ML-tasks in HEP data processing Awkward
* Weight-calculation for stochastic Array
e Purely pythonic
+ Reproducible pipelines with |C|W
— I ra n SfO r m e r m O d e I S « Any ML-library T+ =» Provide a modular setup to split
useable apart code for different
» Task is agnostic of
=» applications implement their
specifics

* Inheritance for fast development

] n 2 Inference:
e Have clearly defined workflows (not vour 7 bash scripts!
n
! & datasets, models, ...
| | | - ! . .
¢ P 5 Simulation Prelimina 13.6 TeV,

* Make trainings repeatable prue— .
2 jets 3
8 30<pr <1000GeV, |n|<2.5 / £
% 2021 training on 2023 conditions /
3 youi| T 28 revang on 2033 condlions ] » Automatic standardised B faster development and
£ evaluation tools for g e

. v“‘.;r‘. : ‘ g ¢ + .
Sl Parameters:
on different datasets
» Task tree is built to reuse existing
= Example:
Evaluation: H Automatic working point
2 evaluation leads to
| | ]
e Standardized evaluation tools
* Production of ROC-

curves (left),

working point curves
(right)

» Application specific tests
can be added as tasks

Example:

" |conditions leads to
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b-hive attacks these problems

lll. Physikalisches
Institut A

e Pythonic training framework

e Workflow management with 1aw

® coffea, awkward, numpy for the heavy data lifting - I
e No ML-framework lock In

" TensorFlow and PyTorch can be used
-=» Modular Setup

law 2 e

uig QTS workflow Q pgthOﬂ
N s 5 TensorFlow PyTO rch

__r_nplhep

matplxtlib =

e Easy configuration for different working-groups
e New applications are embedded in the pipeline
=*» Knowledge-sharing by code-sharing
Have a look: CERN-CMS-DP-2024-020
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