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Charged particle tracking – 1960s style
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The 80 inch (2.0 m) bubble chamber 
at BNL 

Discovery of the Omega-minus baryon in 1964



Today: silicon trackers
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For example ATLAS ITk: new all-silicon tracker for the HL-LHC (data taking starting 2029)

27 thousand silicon modules
total area : ~180 m2

~5 billon (5*109) readout channels

protons protons

6 metres

ATL-PHYS-PUB-2021-024 (link)

https://cds.cern.ch/record/2776651/


“10 years to prepare ourselves” for HL-LHC (statement from 2017)

• Community white paper (2017)
• Algorithms, infrastructure, data access…

• Specific actions:
• HEP Software Foundation (HSF)
• Software Institute for Data-Intensive Sciences (SIDIS)
• Creation of the Journal  “Computing and software for big 

Science” (Springer)
• IRIS-HEP (NSF project, US)
• International project “Data Organization, Management and 

Access” (DOMA)

• The 2020 update of the EU strategy for particle physics
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(link)

(link)

https://link.springer.com/article/10.1007/s41781-018-0018-8
https://indico.cern.ch/event/956746/contributions/4021256/attachments/2103419/3536886/CERN-ESU-015-2020_Update_European_Strategy.pdf


Machine learning for track pattern recognition ?
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622 * 415 pixels

a large fraction carries information 
about the person

ATLAS tracker for HL-LHC:
5 * 109 readout channels 
~3 * 105 3D space-points per event

=> data are sparse

Challenge on Kaggle platform (in 2018): (link)

Article in proceedings of CHEP 2018: (link)

Can’t use the same tools

How to present tracking
data to a neural network ?

https://www.kaggle.com/c/trackml-particle-identification
https://doi.org/10.1051/epjconf/201921406037


Representing tracking data using graphs

5

One node of the graph = one hit in the detector

Connect two nodes using an edge 
if “it seems possible” that the two hits 
are two (consecutive) hits on a track

• High classification 
score 

• => high probability
that the edge is part of 
a track

• Low classification score 
• => low probability that 

the edge is part of a 
track

Charged particles leave hits in the 
detector

Represent the data using a 
graph

Goal:
classify the edges of the graph
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F. Siklér, “Combination of various data analysis techniques for efficient 
track reconstruction in very high multiplicity events”, 
Connecting the Dots conference 2017 (link)

S. Farrell et al., “Novel deep learning methods for track reconstruction”,
proceedings of Connecting the Dots conference 2018 (link)

https://indico.cern.ch/event/577003/contributions/2415235/attachments/1424172/2183976/sikler_denseTracking_ctdwit17.pdf
https://arxiv.org/abs/1810.06111


Graph creation
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A classic use case for graph neural networks:

Study molecules and their chemical bonds

For particle tracking, e.g. using ATLAS ITk, we have O(300k) hits per event.

Þ A fully connected graph would have O(300k) nodes and O(1011) edges. This is not going to fly.

Keep in mind that we want to run this at high throughput. 
Efficient graph creation becomes an area of study on its own. 
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Graph creation
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A classic use case for graph neural networks:

Study molecules and their chemical bonds

For particle tracking, e.g. using ATLAS ITk, we have O(300k) hits per event.

Þ A fully connected graph would have O(300k) nodes and O(1011) edges. This is not going to fly.

Keep in mind that we want to run this at high throughput. 
Efficient graph creation becomes an area of study on its own. 
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And we need to run this (event reconstruction) 
on hundreds of billions of events expected to 
be recorded at the HL-LHC

[For comparison: O(millions) of molecules in 
modern databases]



Graph creation: “module map”

8European AI for Fundamental Physics Conference, Amsterdam | April/May 2024Jan Stark

C. Biscarat et al., “Towards a realistic track reconstruction algorithm
based on graph neural networks for the HL-LHC”,
proceedings of the vCHEP2021 conference  (link)

Refined version using module triplets:
C. Rougier, PhD thesis, Université de Toulouse, 
defended September 2023 (link)

New data-driven graph construction method:
• build graphs starting from a list of possible connections from a zone to another zone: the module map
• done using 90k simulated tt events at <𝜇> = 200, considering particles with pT > 1 GeV and leaving at least 3 hits

https://doi.org/10.1051/epjconf/202125103047
https://box.in2p3.fr/index.php/s/YrQtzirdxggzgtL


Graph creation: metric learning
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X. Yu et al., “Performance of a geometric deep learning pipeline for 
HL-LHC particle tracking”, Eur. Phys. J. C 81 (2021) 876  (link)

First Step: metric learning

➢ For all hits, embed features (coordinates, cell direction, ...) with multi-layer perceptron (MLP) into N-dimensional space
➢ Associate hits on same track as close as N-dimensional distance
➢ Score each neighbour hit within embedding neighbourhood against the “source” hit at centre
➢ Create edges between the source hit at centre and the neighbouring hits above a given threshold on the score.

Second step: filtering

Reduce the number of edges using an MLP that looks separately at each edge (the features of the two nodes).

https://arxiv.org/abs/2103.06995


GNN architectures
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S. Farrell et al., “Novel deep learning methods for track reconstruction”,
proceedings of Connecting the Dots conference 2018 (link)

Also used in Biscarat et al. (vCHEP2021, link)
and in ATLAS Collaboration, IDTR-2023-06 (link).

An alternative GNN architecture (“Recurrent Attention Message Passing”) 
is presented in N. Choma et al. (CTD 2020) (link)

https://arxiv.org/abs/1810.06111
https://doi.org/10.1051/epjconf/202125103047
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2023-06/
https://arxiv.org/abs/2007.00149


Full pipe-line; latest results for ATLAS ITk
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ATLAS Collaboration, IDTR-2023-06, 
October 2023 (link)

H. Torres of behalf of the ATLAS Collaboration,
Proceeding of Connecting the Dots 2023 (link)

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2023-06/
https://indico.cern.ch/event/1252748/papers/5576737/files/12931-ATL-SOFT-PROC-2023-047.pdf


Inference speed
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Currently available literature: in the vast majority of studies, no attempt is made to optimise execution speed 
(demonstrate feasibility first).

Constraints imposed by the need to run the final algorithm at high throughput must be kept in mind, 
cf. slides 6 and 7.

For the pipeline presented in this talk: 
initial goal of 0.5 seconds per event (for ITk data at <𝜇> = 200) on a low-end GPU is within reach.
[correspondingly faster/ more parallel on a high-end GPU]

Significant gains expected from future implementations with custom CUDA kernels.
(so far, have initial implementation of custom CUDA kernel for module map – will be presented 
at the CHEP 2024 conference)



Wish list
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There is still ample room for improvement – and opportunities for newcomers to contribute.

My personal wish list includes:

- tuning of algorithms for ultimate physics performance

- more efficient, light-weight GNNs, specifically designed to deal with some of the peculiarities of our graphs, 
including large variations of connectivity from one region of the graph to another

- computing performance gains for deployment on GPUs

- simpler GNN models

- dedicated CUDA kernels

- computing performance gain for deployment on CPUs and GPUs

- pruning of the models (“kill neurons that have little impact”)



Conferences
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The Connecting The Dots workshop series brings together experts on track reconstruction and other problems involving 
pattern recognition in sparsely sampled data. While the main focus will be on High Energy Physics (HEP) detectors, 
the Connecting The Dots workshop is intended to be inclusive across other scientific disciplines wherever similar problems 
or solutions arise. 

Connecting the Dots,
2023 edition: link

Concise summary: link

Advertisement

We are currently working on the organisation of a international workshop 
on Heterogeneous Data and Large Representation Models in Science
in Toulouse in the early fall of 2024.
The workshop is sponsored by the CNRS AISSAI initiative.

Please do get in touch with me if you are interested.

https://indico.cern.ch/event/1252748/
https://agenda.infn.it/event/35597/contributions/211612/attachments/111702/159423/Stark__Vertex2023__octobre2023.pdf


Summary
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Feasibility of GNN-based track reconstruction on realistic (fullsim, <𝜇> = 200) samples has been demonstrated.

Physics performance is getting close to that of classical algorithms (combinatorial Kalman filter).

Promising inference speed on GPU has been shown.

There is still ample room for improvements on our way towards deployment in production 
in a real experiment.

Would like to play around with GNN-based tracking yourself ? 
Would like to contribute your own studies ?

There is publicly available software that
can be helpful for getting started, including acorn.

(link)

https://gitlab.cern.ch/gnn4itkteam/acorn


Backup material
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Electronic readout !
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Nobel prize 
in physics (1992)

Multi-wire proportional chamber



Fifteen times more data

High luminosity phase:
• more data 
• 5 times more protons/bunch
• more complex events 
• highly granular detectors
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2011 -2012
Run 1

2015 -2018
Run 2

2022 -2025
Run 3

2029 -2040
HL-LHC (Run 4, 5, …)

25 𝑓𝑏!" 150 𝑓𝑏!" 350 𝑓𝑏!" 3000 𝑓𝑏!" Integrated luminosity

High luminosity: how ? Cannot reduce distance between bunches any further. More protons/bunch !

Work towards HL-LHC, 
today :
• beam injection chain
• construction of new 

detector components
• design of computing 

models

40 million crossings of pairs of proton 
bunches per second !

Jan Stark



Computing resources

At HL-LHC: with our current computing model, we would face a significant shortage of computing resources 

→ need to make important changes

→ … or live with cuts into our physics programme
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Resources used today: 
- O(1) million de CPU cores running continuously
- O(1) exabyte of storage

19Jan Stark

ATLAS Software and Computing HL-LHC Roadmap,
CERN-LHCC-2022-00 (2022)
(link)

HL-LHC

https://cds.cern.ch/record/2802918


Classical algorithms for track reconstruction
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Triggering (ATLAS)
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Event rate: 40 MHz

after hardware-based 
L0 trigger: 1 MHz

after event filter 
(to tape): 10 kHz

detailed detector readout
after L0 accept

(link)

https://cds.cern.ch/record/2802799


Triggering (ATLAS)

22European AI for Fundamental Physics Conference, Amsterdam | April/May 2024Jan Stark

“Recording data at the LHC is like 
drinking from a fire hose”

Event rate: 40 MHz

after hardware-based 
L0 trigger: 1 MHz

after event filter 
(to tape): 10 kHz

detailed detector readout
after L0 accept

(li
nk

)

https://cds.cern.ch/record/2285584


The TrackML dataset
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Graph (neural) networks 
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Oct 2018 (link)

https://arxiv.org/abs/1806.01261


Graph (neural) networks 
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Oct 2018 (link)

https://arxiv.org/abs/1806.01261


Simplify GNN -> inference on FPGA
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(link)

https://link.springer.com/article/10.1007/s41781-021-00073-z
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https://indico.cern.ch/event/948465/
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https://indico.cern.ch/event/847626/

