
ChatGPT
as a Coding Assistant

dr. ir. Uraz Odyurt, dr. Geoffrey Gilles

2023-05-15

Radboud University - Nikhef

High Energy Physics department - ATLAS team



Say ChatGPT one more time …!



Stating the obvious …
• What is ChatGPT? 

 

• Language model => Any use-case relevant to languages … 
=> Writing 
=> Summarising 
=> Translation 
=> Comparison 
=> … 
=> Code generation 
and tasks related to coding
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A language model you say …
• We cannot have all possible sentences, but the building blocks …


• “Sentence” as a unit is not granular enough. 
=> Let’s consider words as atomic units … 
 
 
 

• The joint probability of B and A occurring means the probability of A 
occurring, multiplied by the probability of B occurring given that  
A has occurred (context)
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<latexit sha1_base64="BowIKaiSc7fQOHU4QAW0NqpuxL8=">AAACMXicbZDLSgMxFIYz9V5vVZdugiK0KCVTbW0XQq0blxXsBTpDyaRpG5q5kGSEYZy38Dnc+CbipgtF3PoSpq0LrR4I+fKfczgnvxNwJhVCYyO1sLi0vLK6ll7f2NzazuzsNqUfCkIbxOe+aDtYUs482lBMcdoOBMWuw2nLGV1N8q07KiTzvVsVBdR28cBjfUaw0lI3c13P1qBFcAAvc/AC1rP6skjPVxpr97E1ndARA8eOUb5SQWdm5QTliwgVyiUN6LRQLhaTyyTXzRzq5zTgXzC/4bB6YB0/jKtRvZt5tno+CV3qKcKxlB0TBcqOsVCMcJqkrVDSAJMRHtCORg+7VNrxdJ8EHmmlB/u+0MdTcKr+7IixK2XkOrrSxWoo53MT8b9cJ1T9sh0zLwgV9chsUD/kUPlwYh/sMUGJ4pEGTATTu0IyxAITpU1OaxPM+S//hWYhb5byxRvtRg3MYhXsgwOQBSY4B1VwDeqgAQh4BC/gFbwZT8bYeDc+ZqUp47tnD/wK4/MLzVemRQ==</latexit>

P (B \A) = P (A) · P (B|A)

I saw a raven flying over the station



Extensive knowledge of 

programming languages

• Ability to understand and interpret natural language queries  
related to programming 
=> Syntax 
=> Semantics


• Benefitting from the OpenAI “Codex” (deprecated -> GPT-3.5) 
=> Demo: Creating a Space Game with OpenAI Codex 
=> Separate OpenAI language model, designed for code generation 
=> Interfaced to a large curated code database 
=> Millions of code snippets 
=> Organised by language, libraries and frameworks 
=> Accompanied by metadata on function, inputs and outputs

5Example => “GitHub Copilot uses the OpenAI Codex to suggest code and entire functions in real-time.”

https://youtu.be/Zm9B-DvwOgw


As a coding assistant
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• Identifying and resolving 
coding errors


• Guidance - How to fix

• But inability to solve too 
complex or overarching 
issues

Error resolution

• Code analysis and 
feedback


• Optimise code for 
performance

• Limited by practical 
experience and context 
awareness of the user

Code review
& optimisation

• Right algorithms

• Best libraries and 

frameworks

• Unable to write extensive 
code, but rather provide 
relevant code snippets

Algorithm design
building blocks

• Detailed documentation

• Verbose explanations

• Simple diagrams

Documentation

• Analytical explanations are 
generic and follow known 
knowledge/best practices



Can we trust the output?
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Describe 007? Johnny English 
at your service!



Can we trust the output?
• Short answer: No!


• Validation is the key 
=> You need partial/total expertise in the relevant field


• Proper answer: It depends … 
=> For languages with an extensive training corpus: Yes! 
(also programming languages) 
=> For common tasks: Yes! 
(to save time)
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Towards a Benchmark for Scientific Understanding in Humans and Machines

https://arxiv.org/abs/2304.10327
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Let’s try it out … !


