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Say ChatGPT one more time …!
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Disclaimer:
• Active use of AI could be controversial … 
• For or against, your philosophical opinions are 

welcome! 
• We would like to showcase the possibilities in an 

unbiased and objective fashion.



“Why should I care?”
• It is being adopted, fast … 

• Journals and publishers starting to recognise and regulate its use 

• You will fall behind if you don’t consider it (?) 
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IEEE - Guidelines for Artificial Intelligence (AI)-Generated Text:

“The use of artificial intelligence (AI)–generated text in an article shall be disclosed in the 
acknowledgements section of any paper submitted to an IEEE Conference or Periodical. 
The sections of the paper that use AI-generated text shall have a citation to the AI system 
used to generate the text”.

https://journals.ieeeauthorcenter.ieee.org/become-an-ieee-journal-author/publishing-ethics/guidelines-and-policies/submission-and-peer-review-policies/#ai-generated-text


Stating the obvious …
• What is ChatGPT? 

 

• Language model => Any use-case relevant to languages … 
=> Writing 
=> Summarising 
=> Translation 
=> Comparison 
=> … 
=> Code generation 
and tasks related to coding
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Stating the obvious …
• Natural language and code input: 

=> GPT-3.5-turbo -> Input tokenisation limit is 4096  
=> GPT-4 -> Input tokenisation limit is 8192  
=> GPT-4-32k -> Input tokenisation limit is 32768 

• Interaction: Human-like responses -> Intended as an assistant 

• Let us focus on code generation, as an assistant for programmers 
=> Code generation 
=> Generating documentation 
=> Debugging 
=> Tutoring and self-learning 
=> Alternative ideas, different implementations
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Some statistics
• User acceptance? 

=> 1 million users in 5 days (launched in November 2022) 
=> 13 million users daily (January 2023) 

• Costs? (time and money) 
=> $3 million per month to run (estimated - cloud) 
=> $5 million to train (estimated - cloud) 
=> ~355 years to train (single NVIDIA V100 Tensor Core) 
=> ~34 days to train (1023 NVIDIA A100 Tensor Core)
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[source]

https://www.stylefactoryproductions.com/blog/chatgpt-statistics


A language model you say …

• Model: A model is a simplified virtual representation of something 
real, resembling/predicting its behaviour 

• Language event: A linguistic unit, text, sentence, token, symbol, … 

• Language Model (LM): Given a known context, estimate the 
probability of following events 
=> Good LM: High probability for correct completions
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1. His favourite sport, callisthenics, … 
2. His favourite sport call, is the nics, … 
3. His favourite sport call, is then ics …

???



A language model you say …
• We cannot have all possible sentences, but the building blocks … 

• “Sentence” as a unit is not granular enough. 
=> Let’s consider words as atomic units … 
 
 
 

• The joint probability of B and A occurring means the probability of A 
occurring, multiplied by the probability of B occurring given that  
A has occurred (context)
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<latexit sha1_base64="BowIKaiSc7fQOHU4QAW0NqpuxL8=">AAACMXicbZDLSgMxFIYz9V5vVZdugiK0KCVTbW0XQq0blxXsBTpDyaRpG5q5kGSEYZy38Dnc+CbipgtF3PoSpq0LrR4I+fKfczgnvxNwJhVCYyO1sLi0vLK6ll7f2NzazuzsNqUfCkIbxOe+aDtYUs482lBMcdoOBMWuw2nLGV1N8q07KiTzvVsVBdR28cBjfUaw0lI3c13P1qBFcAAvc/AC1rP6skjPVxpr97E1ndARA8eOUb5SQWdm5QTliwgVyiUN6LRQLhaTyyTXzRzq5zTgXzC/4bB6YB0/jKtRvZt5tno+CV3qKcKxlB0TBcqOsVCMcJqkrVDSAJMRHtCORg+7VNrxdJ8EHmmlB/u+0MdTcKr+7IixK2XkOrrSxWoo53MT8b9cJ1T9sh0zLwgV9chsUD/kUPlwYh/sMUGJ4pEGTATTu0IyxAITpU1OaxPM+S//hWYhb5byxRvtRg3MYhXsgwOQBSY4B1VwDeqgAQh4BC/gFbwZT8bYeDc+ZqUp47tnD/wK4/MLzVemRQ==</latexit>

P (B \A) = P (A) · P (B|A)

I saw a raven flying over the station



A language model you say …

• The probability of all the words being in one sentence 
=> And in the given order -> Respects the ordering 
 

•  A LM lists such probabilities …
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<latexit sha1_base64="Z/kYFfAj2oBVHvWloW+OTH5vCZg=">AAACkHicbVFRb9MwEHbCgFEY67ZHXiwq0CqNKukYTFMrBntBPBWJbpOaEjnOdbPm2JF9QarS/B7+D2/8G5y0k0a3kyx99333+ey7JJfCYhD89fxHG4+fPN181nr+Yuvldntn99zqwnAYcy21uUyYBSkUjFGghMvcAMsSCRfJzVmtX/wCY4VWP3CewzRjV0rMBGfoqLj9e7QPcXhAIe4f0EimGm2dqC59S4e0Ebs04o5vkv5ijThc3Npv2eUld0rU4qEOpXoXVs4TtepGUW50Gpc4DKufpaoaHzqfOKHBQAywG7c7QS9ogt4H4Qp0yCpGcftPlGpeZKCQS2btJAxynJbMoOASqlZUWMgZv2FXMHFQsQzstGwGWtE3jknpTBt3FNKGvesoWWbtPEtcZcbw2q5rNfmQNilwdjwthcoLBMWXjWaFpKhpvR2aCgMc5dwBxo1wb6X8mhnG0e2w5YYQrn/5Pjjv98IPvaPv7zunX1bj2CSvyGuyT0LykZySr2RExoR7W96hN/CG/q5/7H/yPy9LfW/l2SP/hf/tH2lMveo=</latexit>

P (e1, e2, . . . , en) = P (e1) · P (e2|e1) · P (e3|e1, e2) · . . . · P (en|e1, e2, . . . , en�1)

=
nY

t=1

P (et|ei : 0 < i < t)

<latexit sha1_base64="NpIcAKtYwzJER/MtLQYEz/05wzM=">AAACtXichVFdS8MwFE3r15xfUx99CQ5lexmt+PWibO7FxwrODdYy0jSdwbQpSSqMbv/QJ9/8N2ZdYdUJXgicnHvuPcm9fsKoVJb1ZZhr6xubW5Xt6s7u3v5B7fDoRfJUYNLDnHEx8JEkjMakp6hiZJAIgiKfkb7/1p3n++9ESMrjZzVJiBehcUxDipHS1Kj24TQ6TXgOXbfqNB6mOb6DbigQzjQBXYwS2GnOsrluBu/uYYnVyrzcxQFXsKjPO3WnS1G5YXfBLlvknZc2C4NC9Y9PcSlZjWp1q2XlAVeBXYA6KMIZ1T7dgOM0IrHCDEk5tK1EeRkSimJGZlU3lSRB+A2NyVDDGEVEelk+9Rk800wAQy70iRXM2XJFhiIpJ5GvlRFSr/J3bk7+lRumKrz1MhonqSIxXhiFKYOKw/kKYUAFwYpNNEBYUP1WiF+RHrDSi67qIdi/v7wKXi5a9nXr6umy3n4oxlEBJ+AUNIANbkAbPAIH9AA2LoyBgQzfvDE9MzDDhdQ0ippj8CNM/g1t6sNh</latexit>

P (A)

P (B|A) =
P (B \A)

P (A)
=> P (B \A) = P (A) · P (B|A)

P (C|B \A) =
P (C \ (B \A))

P (B \A)
=> P (C \B \A) = P (A) · P (B|A) · P (C|B \A)

B, given A

P( * | I saw a raven)
flying = 0.62
walking = 0.27
summer = 0.01

I saw a raven flying over the station



Access to ChatGPT and cost
• https://chat.openai.com/auth/login 

=> Requires registration 

• Different tiers of service 
=> Free Research Preview: Currently running on GPT-3.5 
=> Paid tier (ChatGPT Plus): Currently running on GPT-4 
(GPT-4 is a different story …) 
=> API access: Pay per API call scheme 

• Embedded in Bing search engine 
=> Requires a Microsoft account !
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https://chat.openai.com/auth/login


Training data (up to 2021)
• To understand natural language and generate responses 

=> Involves NLP techniques, … 

• Text data from various sources 
=> Common Crawl: A large dataset of web pages 
=> BooksCorpus: A collection of over 11,000 books 
=> Wikipedia: You know what it is! 
=> OpenWebText: A curated collection of web pages 
=> Stories from Reddit: A collection of short stories and comments 
=> English Gigaword: A large dataset of news articles
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Training data (up to 2021)
• Data related to programming languages 

=> StackOverflow, GitHub, and other programming forums … 

• A variety of technical documentation and tutorials related to 
programming languages 

• Which programming languages? 
=> Python, Java, C++, JavaScript, Ruby, and many more … 

• Programming languages: Syntax + semantics 
=> Formal evaluation
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Extensive knowledge of  
programming languages

• Ability to understand and interpret natural language queries  
related to programming 
=> Syntax 
=> Semantics 

• Benefitting from the OpenAI “Codex” (deprecated -> GPT-3.5) 
=> Demo: Creating a Space Game with OpenAI Codex 
=> Separate OpenAI language model, designed for code generation 
=> Interfaced to a large curated code database 
=> Millions of code snippets 
=> Organised by language, libraries and frameworks 
=> Accompanied by metadata on function, inputs and outputs

14Example => “GitHub Copilot uses the OpenAI Codex to suggest code and entire functions in real-time.”

https://youtu.be/Zm9B-DvwOgw


As a coding assistant
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• Identifying and resolving 
coding errors 

• Guidance - How to fix

• But inability to solve too 
complex or overarching 
issues

Error resolution

• Code analysis and 
feedback 

• Optimise code for 
performance

• Limited by practical 
experience and context 
awareness of the user

Code review
& optimisation

• Right algorithms 
• Best libraries and 

frameworks

• Unable to write extensive 
code, but rather provide 
relevant code snippets

Algorithm design
building blocks

• Detailed documentation 
• Verbose explanations 
• Simple diagrams

Documentation

• Analytical explanations are 
generic and follow known 
knowledge/best practices



Some best practices
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• Sessions have lasting effects 
• Start over a fresh sessionIterative 

approach

• An iterative, step-by-step process 
• Clear action: “Translate this text”, “Write a Python script”, … 
• More explanation: “Keep writing”, “Keep coding”, …

Provide 
examples

• Steer the response with examples 
• Minimal example input

• Sometimes we do not have 
an example in mind

• Queries can have different answers 
• Idea generation by observing different ways of coding 
• If you didn’t like the answer => Regenerate response!

Repeat!
• Indecision for the user 

=> Can’t decide? Ask for a 
comparison!

• State the expected action. 
• Formatting instructions: “Format in Markdown”, “Limit to 1000 characters”Concise 

commands

• Cannot perform tasks 
requiring intellect/imagination 
or spontaneous decisions

• Consider the input 
tokenisation limitTokenise 

the input

• Surround in backticks/backquotes 
`def function(arg1, arg2):  
        some code …`



Can we trust the output?
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Describe 007? Johnny English 
at your service!



Can we trust the output?
• Short answer: No! 

• Validation is the key 
=> You need partial/total expertise in the relevant field 

• Proper answer: It depends … 
=> For languages with an extensive training corpus: Yes! 
(also programming languages) 
=> For common tasks: Yes! 
(to save time)
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Towards a Benchmark for Scientific Understanding in Humans and Machines

https://arxiv.org/abs/2304.10327


How capable is it?
• Get ready to be impressed! 

• A few examples: 
=> HEP task - Madgraph event generation 
=> HEP task - ROOT visualisation 
=> Specialised coding - Scopus API 
If time allows: 
=> Generic coding - Classes in C++ 
=> Learning - PyTorch, view and reshape  
=> Learning - DataFrame and memory usage 
=> Generic coding - Sorting algorithms

19



Personal takes …
• Is it a good thing to have a machine as our assistant? 

=> YES! Will be as common as a text editor! 

• There are obvious advantages 
=> Accessible, scalable, improvable, lack of emotions 

• People 
=> Are not all experts -> we need more experts 
=> Get tired -> not available 24/7 
=> Have a mind of their own -> order-action style of interaction 
=> Are volatile -> grumpy, angry, sad, moody, bored, impatient,  
overwhelmed, underwhelmed, …
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Let’s try it out … !



We happy?

Thank you! 
Questions?


