DU2 in-situ calibration
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Figure 1: All runs of the first month of data-taking used for this work. The upper plot gives the
recorded length of each run. The bottom plot shows which DOMs produced data used in this

analysis.
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Figure 2: Rate of triggered events as function run number. Shower trigger in green, muon trigger

in black, both triggers for the same event: cyan and total trigger rate in blue.

Bugs/errors/features/challenges in trigger algorithm
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Figure 4: Fitted PMT time offset distribution of each run with respect to the globally fitted PMT

time offset. Each row of plots gives the PMTs of one ring (upper row=ring F, lower ring=ring A).

The x-axis ranges from -1 to +1 ns.
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Figure 5: Fitted PMT relative detection efficiency distribution of each run with respect to the

globally fitted PMT time offset. Each row of plots gives the PMTs of one ring (upper row=ring

F, lower ring=ring A). The x-axis ranges from -0.2 to +0.2
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Figure 6: Fitted PMT time spread distribution of each run with respect to the globally fitted PMT

time offset. Each row of plots gives the PMTs of one ring (upper row=ring F, lower ring=ring A).

The x-axis ranges from -0.5 to +0.5
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ure 9: Detection efficiency of all PMTs at the same position in all DOM
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Detection efficiency of all PMTs at the same posil
> average over all PMTs is given by the blue lines.
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Figure 11: Measured rate distribution of an arbitrarily chosen PMT in DOM 808992603, of which

the peak has been fitted with a gaussian distribution.
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. Average singles rate of all PMTs at the same position in all DOMs e average over all PMTs is given by the blue lines.
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. Average singles rate of all PMTs at the same position in all DOMs -
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Figure 15: Fitted detection efficiencies of all PMTs plotted versus the average singles rate of the

PMT. A linear fit passing through the origin is superimposed.



L1 time difference between DOMs
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Figure 16: Upper plot: Time difference between coincident L1-hits on arbitrarily chosen DOMs
808474231 and 809503299, both for data (green) and MC simulated data (blue). Both histograms
are normalised to match in integral. Bottom plot: The ..., accompanied by a 2nd order polynomial

fit (red line) through the top = 10 ns.



DOM 1D # Est. rel. height [m) I] Time offset [na) H Ref. PMT time offset [ns) D.R. t0 [aa]
808002603 Q 737.914 736.578 744.552
808074928 38.02 934.083 933.715 940.866
ROSHELAN] 75.87 1136.11% 1136679 11420
BOSHBEG28T 112.73 1338628 1338, 659 1342 400
80846756469 150.23 1534.619 1636.063 1537.943
808430036 187.53 17453.251 1743.878 1745.707
808430571 224.36 L946.038 1945.993 1947.202
KOSHE6420 2061.98 2140262 2138.338 2138.405
ROSHSTON] 299,36 2337.038 2UIL EET 2337.662
BOSBELE1S JIG. 16 2046.570 2048372 25532 244
808447091 a73.48 2744.514 2743.1469 2744.7348
808430449 410.64 2039.456 2038.977 2940.523
80844683465 447.37 3148.068 3148.952 3145915
ROSHSTIZ2 484 .81 JJ48. 088 Jun0.527 3346 5
808474231 522.09 3548.282 3650.163 3543.48
ROQLOI2EY 558,41 AT50.850 ITH1.257 I742.982
808072686 595.37 3949.984 3949.859 3941.35
ROSHS25T4 6a2.17 4151.324 4152034 4143923

Table 2: DOM time offsets (third column) compared with the dark room calibration (fifth column)
using the time offset of a reference PMT on each DOM (fourth column). The DOM heights have
been estimated by E. Berbee.



Outlook

* Time calibration using hit time residuals
 Compare with DR and NB
* Data-MC comparison studies



